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High	throughput	sequencing	(HTS)	technology	enables	fast	and	inexpensive	generation	of	billions	of	short	
DNA	sequences	(i.e.,	reads)	from	a	genome	[1,2].	Unfortunately,	performing	HTS	data	analysis	introduces	
significant	computational	challenges.	Therefore,	we	need	computational	techniques	that	can	quickly	and	
accurately	process	and	analyze	this	data.	The	first	step	in	analyzing	HTS	data	is	mapping,	a	process	that	
determines	the	original	location	of	each	read	in	the	genome.	Briefly,	read	mapping	is	finding	each	read’s	
best	match	within	a	long	reference	genome.	The	last	step	of	most	read	mapping	algorithm	is	verification,	
which	 typically	 consists	 of	 expensive	 dynamic	 programming	 algorithms	 (e.g.,	 Needleman-Wunsch	
algorithm	 [3]),	 where	 over	 90%	 of	 the	 execution	 time	 is	 spent.	 Many	 prior	 studies	 [4,	 5,	 6,	 7]	 have	
identified	 this	 bottleneck	 in	 mapping	 and	 have	 proposed	 numerous	 methods	 for	 accelerating	 this	
expensive	step.	 
 
Verification	 is	essentially	an	application	of	approximate	string	matching	problem,	and	thus	can	benefit	
from	existing	techniques	used	to	optimize	general-purpose	string	matching.	Our	goal	in	this	work	is	to	
replace	the	computationally-expensive	dynamic	programming	algorithm	used	for	verification	with	the	
bitap	 algorithm	used	 for	 fuzzy	 search	 [8].	 Bitap	 is	well-suited	 for	 verification	 because	 it	 can	 perform	
approximate	string	matching	with	fast	and	simple	bitwise	operations,	but	it	introduces	a	number	of	new	
computational	 challenges	 on	 existing	 systems.	 	For	 example,	 the	 operations	 used	 during	 bitap	 can	 be	
performed	in	parallel,	but	high-throughput	parallel	bitap	computation	requires	a	large	amount	of	memory	
bandwidth	 that	 is	 currently	unavailable	 to	 the	processor.	To	 tackle	 these	 challenges,	we	propose	 two	
ideas:	 (1)	 using	 single-instruction	 multiple-data	 (SIMD)	 programming	 to	 take	 advantage	 of	 the	 high	
amount	of	parallelism	available	in	the	bitap	algorithm,	and	(2)	performing	processing-in-memory	(PIM)	
to	exploit	the	high	internal	bandwidth	available	inside	new	and	emerging	memory	technologies. 
 
We	 observe	 that	 bitap	 is	 both	 PIM-	 and	 SIMD-friendly	 since	 it	 is	 entirely	 based	 on	 bitvectors	 and	
elementary	bitwise	operations.	Here	we	report	our	recent	work	on	extending	bitap	 for	PIM	and	SIMD	
programming	in	order	to	accelerate	the	algorithm	and	therefore	accelerate	the	full	verification	step	by	
replacing	the	slow	and	expensive	dynamic	programming	algorithm	with	accelerated	bitap	algorithm.		
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