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About This Talk b

B Statistics for nanoscale ckts
®" The new challenge

® Monte Carlo analysis
" How we do statistical analysis

" Mathematics of money+risk

® Surprising source for very
sophisticated Monte Carlo tools

© R.A. Rutenbar 2008  Slide 2
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New Challenge: Statistical Variation

Line Edge Roughness

K. Shepard, U. Columbia
Gate Oxide Variation
z - ST

® At nanoscale, nothing is
deterministic anymore

" Everything is sfatistical

Momose et al, IEEE Trans. Electron Devices, 45(3), 1998 /

© R.A. Rutenbar 2008 Slide 3
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Statistical Variability: Two Flavors

® Systematic variation ™ Random variation

® Ex: Lithography ® Ex: Dopant fluctuation
® Optics, chemistry to print ® How many individual
small mask shapes dopant atoms; where?

" Not really random " Really (really) random

® Physics is understood, ® Physics is fundamentally
expensive to compute random for these effects

© R.A. Rutenbar 2008 Slide 4
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End Result for Us Design/CAD Folks
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To Evaluate Circuit Impact: Monte Carlo

Vie= f\”ﬁf’w
¥ L
Vims UG

My, Ib_ —c“ MPQJ_

1 2w,
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A Column mux I

g

= 2000

we
data

" Sample each
statistical variable

® Parameterize one
circuit, simulate it

" Repeat--n samples
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SRAM write time (FO4)
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Monte Carlo Math: Just A Big Integral
Est= [f] () p(c)dx
i

|
‘ S statistical vars

: ] = =1 y s-dimensional prob

~ (1/n)3 F (u)

Al.i

Can transform to sample

1
E, uniformly from s-dim unit cube
0 1

CarnegieMellon

Evaluate Circuit Impact: Monte Carlo

ra sl g
0 1 n samples
Uniform P T—
random
s-dim A
sample ~ (1ln)2 F (u)

we we
data data

" PRO: Accurate, flexible, general
® CON: Slow, slow,s | o w...
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Why is Monte Carlo Painful?

" High-dim problems: s is big (100-1000)
" Profoundly nonlinear: Nanoscale physics
® Accuracy matters: ~1-5% error

" Speed matters: Many samples

® Samples expensive: Simulate each circuit

CarnegieMellon

Question: Who Else Has This Problem?

Computational finance

® Valuing complex financial
instruments, derivatives

® High-dimensional, nonlinear,
statistical integrals

® Speed+accuracy matters here,
e.g., ~real-time decision-making
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A Brief Aside: About the “F” Word...

® These recruiting
sighs common in
my building at
CMU...

" ...last year

llllll

CarnegieMellon

A Brief Aside: About the “F” Word...

® ~1 year ago... " ~1 month ago...
® “Wow, analyzing " “Wow, you’'re using
yield is like pricing a the same stuff that
bond? Cool!” killed Wall Street?!”

13K
12K
11K

ADJI

© R.A. Rutenbar 2008 Slide 12
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A Brief Aside: About the “F” Word...

HOME PAGE | MY TIMES | TODAY'S PAPER | VIDEO | MOST POPULAR | TIMES TOPICS

Tuesday, September 23, 2008

Ehe New York Times Tech nO|Ogy

?

Bits '@

< Socor “The people who ran the financial
firms chose to program their risk-
CORRECTED 53 Speling of Lesie Rah management systems with overly
So where vere the quats? optimistic assumptions and to feed
et T someofldon g them oversimplified data. ...

How Wall Street Lied to Its Computers

SAUL HANSELL

head as I watch some of the oldest and
seemingly best-run firms on Wall Street
implode because of what turned out to be
really bad bets on mortgage securities.

Before I'started covering the Internet in
1997, I spent 13 years covering trading and

... Wall Street executives had lots
of incentives to make sure their
risk systems didn’t see much risk.”

finance. I covered my share of trading
disasters from junk bonds, mortgage
securities and the financial blank canvas
known as derivatives. And I got to know
bunch of quantitative analysts ("quants”):
mathematicians, computer scientists and Credit
economists who were working on Wall Street  Times

to develop the art and science of risk
management.

CarnegieMellon

From Finance to Physics...

® Moral of story: If you start with honest physics
as your input, you can get great results...

i e g —

iRDF — 0% down!
Sl 0% APR!

amc ;4

g
S
2 2
2 D7 vas REVIEWS OUTLOOK | SEPTEMBER 23, 2008
g ; The End of Wall Street
g K

» Aticl
5 A
> A _ _

‘Pseudo Random B rait (8] prvtorFrooay | svared b

“The world had changed," said the Morgan Stanley spokesperson yesterday, and you can mark
225 that down as the understatement of the year.

0 20 40 60 80 100
100s of points
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Monte Carlo Revisited: Uniform Sampling

..+s] 2-D example: unit cube is [0,1]?

.o+« @4 Independent, uniform
LR random samples

* o
L

Lot L N (x,y) in 2-D cube

® Classical Monte Carlo sampling

® Uses uniform pseudo-random pts (i.e, rand( ) )

® Surprise: Not very uniform (clumps, holes, etc)

® Turns out this is inefficient — we can do beftter

CarnegicMellon

Better == Low Discrepancy

High-discrepancy samples Low-discrepancy samples

v : ; e -
* -+ #ﬁ* M #
. *§ *»:‘ *# *$
. * . *
* . ot o 0] *
+ . +#* o4 + "
+ “ N . * * ¥ * o+
# :{¢ - Yo * : * f + + z*
* +
|5 e {{}#*# **** Lt O ~ §,* +***¢**X
* + 3 ® @ + 4 + *
o+ : oottt 5 %@ ® AN P \
n *+{+""* *4** ®® ®®& *+++***f . .
o * s * $+ 4 *1 0 & - t * * ‘1 n p0|nts
(13 kL
Box “J :
n, points
Mathematically: the discrepancy

is a measure of “uniformity”

How well does sampled n;/ n
approximate relative volume of box?

D =sup, n—J—Vol(J)
n \

- . For low-discrepancy sequences,
Fraction of  Fraction of volume answer is: always very well.
points in J occupied by J
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Doing Better: Quasi Monte Carlo (QMC)

“f}i* f R : : *: x :
* “+ ++ +#3~: * :* : *
| *1 | ;;: + ,;‘,,* 1)( 1 . g ) f
* PR SERTIRES
: 1 , * , J*:‘“;*’ . N .
Dv {i:** .. D + * : .
® Classical Monte Carlo " Quasi Monte Carlo
® Uniform pseudo-random pts " “Low-discrepancy” seq’s
® Problem: not very uniform " Deterministic samples
® Error for n samples " Error for n samples
O(1/vn) O(1/n)
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Computational Finance Example

" Eval 5-year discount price for a bond
" From [Ninomiya,Tezuka, App Math Finance 1996]

1439 dimensions

0.1
0.01 |
0.001

0.0001
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Engineering Detail: Pattern Artifacts

" Problem: Low Discrep Seq’s ® Solution: Since earlier

show patterns in high dim’s dimensions Jess affected...
® Need too many points for ® Calculate statistical

good uniformity sensitivity of all vars
" ® Put sensitive vars first

® Ex: in f(x1,x2) if x1 more
important than x2

2 dims from 500-D Sobol’ pts (x4, x,) (x4, X))

Lisrmmaanae
\\\\ W \\‘{ WL Xy BAD
2 dims from 500-D Faure pts
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Does QMC Work for Circuits?

" Yes!
® See: [Singhee, Rutenbar, ISQED 2007]
® Example: Complete SRAM column @ 90nm

24 - :

. 403 dimensions :

. 64b 90nm SRAM col :
q\ E:::_; O 1500 E
O 235 Qmc - :
% ' SRANf write time (F2 '.4) :
C [ ]
3 :
e . o . -
S ek L Pr(write < ty) =0.9
=

Pseudo Random
225 > 0 50 80 100

100s of points
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Very Promising Speedups

® Same 403-dimensional, 64b SRAM column

14

R INHRt

18l (03912

2t

Mo
”f

< Caryo
=221 ]

24}

log,,(Std. Dev.)

~9x faster
for 1% error

-26¢1

-28¢

-3

2 25 3 35 4
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Isn’t This Just Latin Hypercube Sampling?

" No
® LHS sample set actually a randomized low-discrep seq
® Considered “advanced” in EDA, but inferior to QMC
® (Nobody prices bonds with LHS —it’s all QMC)

Plots: Error (est. variance across 10 runs) vs #samples n

-1

—— Sobol' —— Sobol'
LHS 1 LHS

— Pseudo-random | | —Pseudo-random | |

Iogm(Std Dev)
log, (Std Dev)

SRAM Column Bandgap

~2 25 35 4 2 25 3 35 4
Iogm(n) log, ,(n)
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Good Behavior on Other Circuits

" MC vs QMC variance, with #samples, n
® 10 MC runs to compute MC variance
® 1 QMC run + 9 scrambled QMC runs for variance
® General result: See speedups of 2X — 50X

097 048 24
0.965

: o4sfi
o b B 64b SRAM Column
0.985 (157 S on s isutmmiina e A

i ..90nm, 403 parameters

o A -
o 095 @ 042(
> i =

o045 i Non-scrambled Sobol g { e
004 Non-scrambled Sobol' 04y £ 23 ’-/f
w5, Master-Slave FF +Scan osef - 0.6V Bandgap Ref " |I7 Nomscrambled Sobor
oss45nM, 31 parameters 0seL90nM, 122 parameters azsl
0 5 10 15 20 25 ?_’0 35 40 45 50 o 50 100 150 200 o 20 40 60 80 100
1000s of points 100s of points 100s of points
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Are We Done Yet? (Nope...)

" Lots of ideas to exploit in this space

© R.A. Rutenbar 2008 Slide 24
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Another Aside: About the “F” Word...

HOME PAGE | MY TIMES | TODAY'S PAPER | VIDEO | MOST POPULAR | TIMES TOPICS

Ehe New ork Times TechnO|Ogy

Tuesday, September 23, 2008

Bits “@ 0

Business = Innovation = Technology = Society “In fact, mOst Wall Street
How Wall Street Lied to Its Computers computer models radica]ly
CORRECTED 5. Spling o e underestimated the risk of the

complex mortgage securities ...
partly because the level of financial
distress is ‘the equivalent of the
100-year flood’...”
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Next Problem: “Rare Event” Statistics

" SRAM reliability is all about far tails of stats
® Why? High replication (~108 bits) of core circuits
® 30 doesn’t cut it for 100M cells; need 60, 70, 80...

Distribution of
SRAM circuit
performance

—

M

L i
/SRAM

Mg,

L{lw.

la=

cel

" Problem: Intractable Monte Carlo runs
® 1M Monte Carlo sims predicts (unreliably) to ~4.50
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What Do We Need To Solve This...?

® Ultra fast sampling of rare events
® Put Monte Carlo samples out in far tails -- directly

Circuit
Performance
Distribution

“Rare event”
tail

" Accurate analytical pdf models of rare tails
® Using these samples, model lets us predict farther

CarnegieMellon

Efficiently Sampling Just the Tail

" Note: Generating MC samples is cheap,
Simulating these samples is costly

" |dea:

1. Generate regular MC samples...
2. ...but block points that are “very probably” not in tail
3. Simulate the rest —i.e., the points we do not block

Can build this classifier
filter very efficiently
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We Call the Idea: Statistical Blockade

Set the
CII’CUIt classification
threshold with
some safety
=g N
Swee
t (99% t.(97%) t, t
Sample
points oo
o o,
.
e et
Simulate starting set Build classifier (fast) Generate MC samples (fast)
(few points, fast) (uses ideas from data-mining;  Classify sample points (fast)
we use a Support Vector Machine)  Bjock nontail points (fasf)
Simulate the rest (slow)
[Singhee, Rutenbar DATE 2007] ©R.A. Rutenbar 2008 Slide 29

CarnegieMellon

Model_mg Statlstlcs of Rare Events... :

e af-““‘l-“ o

Extreme*VaIue"Theoﬁ ‘E’VT)

PENT

Behavior of e?freme (rare) values of dl§tr|but|on§< _

(If hurrica es are i.i.d rangp, tiables, we’d like ™ =
to kn gtlstlcs of thé [z f wavg.'s“ 3
B a8y [ ’
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EVT: Modeling the PDF in the Tail

® Recall Central Limit Theorem: 2i(i.i.d. samples) > Gaussian

® Question: Is there a similar result for these tails of “extreme” results ...?
" Answer: YES - Extreme Value Theory (EVT)

On each of N wafers, identify
cells slower than threshold t.
What is their distrib? EVT tells us!

{ X1! XZ’ X3’ XN}

= EVT gives simple analytical form for conditional tail distrib

kx v
G,, ()= 1—(1+;) k=0
1—e™e k=0

Result: Complete 64b SRAM Column

wls; LOW

nﬁﬂl | = 90nm 64b SRAM column with write
driver and column mux

® ~ 400 devices; model Write-time CDF

® Speedup: ~16X

.‘ /4= Std Monte Carlo: 100,000 sims
/4= Statistical Blockade: 6,314 sims

1000 sims to build classifier

100,000 points = 5314 sims
025 2‘55 2‘8 2‘55 2‘7 2‘75 2‘8 22‘35 2‘9 2;55 l
Write Time (FO4)
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Result: Validating Model Out to 8o

" Recently validated novel analytical DRV model

® Model of Data Retention Voltage, [Calhoun et al. UVa, ESSCIRC’07]
Validated to 60, via billion element Monte Carlo run...
...but only did 41,721 SPICE sims — recursive extension of Blockade

Speedup ~23,000X 350

Our analytical EVT o
| model matches DRV % |
' model to 80 N

[Singhee at al,
2008 Conf on VLSI Design]

Statistical Blockade

5 6 8
CDF ()

© R.A. Rutenbar 2008 Slide 33
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Summarizing

Yesterday Today, Tomorrow

e

A\Ey |

|

\<-=1 |

A

® At nanoscale, nothing is deterministic...

/

" Brute-force Monte Carlo hurts (a lot)

® We can do much better with smart methods
® (Many of which involve $$$ + risk...)
® CMU results: 10x — 10,000x speedups

© R.A. Rutenbar 2008 Slide 34




Thank You!
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