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Dependability
Prof. Philip Koopman

These tutorials are a simplified 
introduction, and are not sufficient on 
their own to achieve system safety.
You are responsible for the safety of 
your system.

Now that’s what I
call a dead parrot.

– John Cleese
(Monty Python)
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Anti-Patterns for Dependability:
 No concrete dependability goal
 Confusing reliability vs. availability
 Mission time is life of product

Can you trust your system?
 Availability: fraction of up-time
 Reliability: probability system will complete a mission
 Other properties, such as:

– Maintainability – Integrity 
– Confidentiality – Safety

Is Your System Dependable?

https://goo.gl/JwwxVH  | www.cgpgrey.com
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 Availability is “up time” 

 Limits to availability
 Frequency of system failures

– Redundancy can improve availability
 Detection & repair time

– Detect, diagnose, repair failed component, restart the system
– Time to reconfigure to redundant standby

 As a practical matter, 99.999% is considered “high availability”
– 99.999% “Five nines”  ~5 minutes/year down time
– 99.9999% “Six nines”  31.5 seconds/year down time

Availability

TotalTime
UpTimetyAvailabili =



https://www.theregister.co.uk/2001
/01/25/ms_blames_lowly_techie/
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 Reliability is based on the concept of a “mission”
 Reliability R(t): probability system still working since start of mission
 A mission is t continuous operating hours between diagnostics
 Constant Failure Rate  (failures/hr)

Measuring Reliability
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 Serial reliability
 Even good components aren’t enough
 E.g.:  0.9 * 0.9 * 0.9 = 0.73

 Parallel reliability
 Redundancy improves reliability
 E.g.,  three @ 0.9  0.999

Redundancy Improves Reliability
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 Reliability at MTBF R(1/lambda) is 36.8%, not 50%.  Why?

What is reliability of this system for 3 hour mission?
– 1 = 7  per million hours  
– 2 = 200 per million hours  
– 3 = 15000 per million hours 
– 4 = 2 per million hours 
– R(3)1 = e-3*7*10-6 = 0.999979
– R(3)2 = e-3*200*10-6 = 0.999400
– R(3)3 = e-3*15000*10-6 = 0.955997
– R(3)4 = e-3*2*10-6 =  0.999994
– R(3)PARALLEL = 1-[(1-R(3)1)(1-R(3)2)(1-R(3)3)] = 0.999 999 999 45
– R(3)TOTAL = R(3)PARALLEL R(3)4 = 0.999 999 999 45 * 0.999994 = 0.999994

Example Calculations
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https://goo.gl/ww85xe

https://bit.ly/33EwQf0

https://bit.ly/2pzdJ7p

https://bit.ly/2OXaH7I
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 Availability: up-time fraction
 Reliability: no failures
 Safety: no mishaps, no loss events
 Confidentiality: no disclosures
 Integrity: no corruption of state
 Maintainability: system can be fixed
 E.g., “80% of failures can be fixed in 1 hour”

 Fault progression:
 A fault is something that goes wrong (e.g., bit flip)
 An error is an activated fault (e.g., flipped bit is read and used in a calculation)
 A failure is when system does not provide required service (e.g., incorrect output)

A. Avizienis ; J.-C. Laprie ; B. Randell ; C. Landwehr, "Basic concepts and taxonomy of dependable
and secure computing," IEEE Trans. Dependability, Jan-Mar 2004, pp. 11-33

Other Aspects of Dependability

https://goo.gl/SyV4uZ
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 Specify a dependability target
 “Never fails” is unrealistic
 Do you care about reliability or availability?

 Minimize impact of any faults
 Fault  Error  System Failure
 Parallel redundancy usually helps
 Fast detection and reconfiguration

 Pitfalls:
 Long missions without redundancy diagnosis/repair
 Non-redundant components are weak spot  single points of failure

– Software failures are generally neither random nor independent
 Security matters too: attacks; outages for patches

Best Practices For Dependability
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https://xkcd.com/806/
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