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Key Concepts

18-548/15-548 Memory System Architecture
Philip Koopman
August 26, 1998

Required Reading: Hennessy & Patterson page 7; Section 1.7

Cragon Chapter 1 2 egie
9

Supplemental Reading: Hennessy & Patterson Chapter 1

Assignments

+ By next classread about Physical Memory Architecture:
» Hennessy & Patterson (skim): 5.1, 6.1-6.2, pp. 496-497, 7.1, pp. 635-642
e Cragon2.0
* http://www.isdmag.conm/Editorial/1996/Cover Story9610.html

» Supplemental Reading (review): Hennessy & Patterson: 2.0-2.3, 2.7

¢ Homework #1 due next Wednesday 9/2 in class
¢ Lab 1dueFriday 9/4 at 3 PM
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Where Are We Now?

¢ Wherewe'regoing today:
» Key concepts:. latency, bandwidth, concurrency, balance

¢ Wherewe'regoing next:
» Physical vs. virtual memory
» Cache operation

Preview

¢ Latency
» Time delay to accomplish a memory access
¢ Bandwidth
» Datamoved per unit time
¢ Concurrency
» Can help latency, bandwidth, or both (usually bandwidth is easier to provide)
+ Balance
» Amdahl’slaw -- abottleneck will dominate speedup limitations
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Key Architectural Concepts

¢ How do you keep afast CPU fed?
» UseaMemory Hierarchy

& What concepts deter mine the effectiveness of a memory hierarchy?
e Latency
» Bandwidth
» Concurrency
» Balance

HIERARCHIES
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Hierarchies Exploit Locality

& Assumethat programs have locality

» Loops, subroutines, heavily used data structures

» “Working set” memory footprint smaller than entire memory space
& Usememory hierarchy: “ layered capabilities’

» Small memories designed to befast & wide, but expensive

» Large memories designed to be slow & “narrow”, but cheap

# Personal computer example:
» 16 KB level 1 cache A
» 512 KB level 2 cache
- 32 MB DRAM /L2 cacHE \
* 2GB hard disk DRAM

/o \

& BUT, hierarchiesonly work when (theright kind of ) locality really
exists

Memory Hierarchy asa Solution

& Usesmall amounts of fast memory; larger amounts of slow memory

1KB; 5ns

STATIC RAM
(cache memory)

DYNAMIC RAM .
/ (physical memory) \ 64 MB; 100 ns
MAGI\_IETIC DISK/DRUM 128 MB: 10- ms
(virtual memory)
HIGH-CAPACITY DISK, OPTICAL DISK .
/ (long-term storage) \ 10 GB; 10+ ms

MAGNETIC TAPE, WORM OPTICAL 1TB; 1 minute - 1 hour
(off-line/archival storage)

Representative data; early 1997

256 KB; 15 ns

8/26/98
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LATENCY

Latency |s Delay

+ Latency isdelay between start and completion of an activity
* Memory accesstime:
— Read: request -> dataready for use  (very important)
— Write: request -> CPU allowed to proceed with next operation
» Communication: message creation -> message delivery
+ Latency variesdepending on program history
» Which level of the memory hierarchy is data stored in?
* What other activities are interfering with this one?
* Isresource needed idle? Doesit need to be powered up? etc.

& Latency example: read from main memory
» 1982 -- 477 MHz Original IBM PC
4 clock cycles (uncached) =839 ns
e 1988 -- 16 MHz  Titan 1 mini-supercomputer
~17 clocks for cache miss = 1063 ns

e 1998 -- 400 MHz AlphaStation 500/400
~48 clocks for cache miss = 120 ns
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Average L atency Reduction

& Memory hierarchy goal isto reduce aver age observed latency

Cache memory example:
L1 cache accessin 10 ns; main memory accessin 100 ns; 90% hit rate

For every 10 memory accesses, 9 will be to cache and 1 to main memory

Time without cache =10 * 100ns = 1000 ns
Timewith cache=9* 10ns+ 1* 100ns= 190 ns

Time without Enhancement

Speetlup = Time with Enhancement
1000
Speedup = E >»53

Example Latencies

¢ Alpha 21164 Latencies (at ~400 MH2z):
» 1 clock accessto on-chip Level 1 cache
» 6 clock accessto on-chip Level 2 cache
» 48 clock accessto DRAM (120 ns)
» ~4,000,000 clock accessto an representative disk drive

+ Pentium Pro Latencies (at ~200 MHz):
» 1 clock accessto on-chip Level 1 cache
* 6-1-1-1 clock accessto off-chip Level 2 cache
» 28 clock accessto DRAM (140 ns)
» ~2,000,000 clock accessto an example disk drive
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Why Latency Matters

+ A few expensive accesses can over shadow many fast accesses
» At 25 clocks, 100% to 98% hit rate goes from 100 to 150 clocks execution time
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Why L atency Matters-- Part 2

¢ MissRatioisamoreuseful concept than Hit Ratio
» Halving missrate cuts accesstime over 1 clock by half

Latency Cost for Cache Misses

1 CLOCK
B4 CLOCKS
L 08 CLOCKS
2 g’ | ez Z T 012 CLOCKS
= ® 16 CLOCKS
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Average Access Time (Clocks)
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Latency Tolerance

¢ CPU design can tolerate latency
+ Pipdining
» Ordinary CPU pipeline
» Vector processing
+ Out-of-order execution
* Issueal possible operations, subject to data dependencies

& Multi-threading
» Perform context switch on cache miss

» Execute multiplestreamsin —————\
parallel using multiple register RESCE'TS;ER /\
sets
— DATA
PATH
REGISTER \/
SET #3
—

» Speculative execution (guess results of conditional branches, etc.)

)
REGISTER
SET #2
~

2

SR
REGISTER

SET #4
—

BANDWIDTH

8/26/98
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Provide High Bandwidth

& Bandwidth isamount of data moved per unit time
Bandwidth = bit rate* number bits

o Fast bit rates
» Short traces
» Careful design technique
» High-speed technology
¢ Largenumber of bits
» Large number of pins on package
» Large number of signals on bus
* Wide memories
» Multiported memories
+ Faster average memory cycletime
* Interleaved memories
* Burst-mode memories

High Sustained Bandwidth

+ Provide higher average bandwidth by maximizing bandwidth near
top of memory hierarchy

+ Split cache example:

* Unified cache:
16K B, 64-bit single-ported cache at 100 MHz = 800 MB/sec

» Split cache (separated instruction & data caches)
2 @ 8KB 64-hit single-ported caches at 100 MHz = 1600 MB/sec

& Cacheblock size example:
* Assume 64-bit interface from CPU to memory; on-chip L1 cache
* 64-hit L1 cache block at 100 MHz = 800 MB/sec
» 256-hit L1 cache block at 100 MHz = 3200 MB/sec

» Note: bandwidth off-chip isthe same in either case; wider block only helps for
cache hits -- average improvement
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Provide Peak Bandwidth
¢ PEAK =" guaranteed not to exceed”

+ Exploit locality to perform block data transfers
» Amortize addressing time over multiple word accesses
— Large cache lines transferred as blocks
— Page mode on DRAM (provides fast access to a block of addresses)

» Make cache lines wide to provide more bandwidth on-chip
(e.g., superscalar instruction caches are wider than one machine word)

& Analogueto bandwidth in computationsis* peak MFLOPS’
» Provide structure capable of multiply-accumulate every clock cycle
* Provide operand register file faster than system bus

Example Bandwidths

+ Alpha 21164 Bandwidths:
* 48GB/sec toL1cache
* 1.2GB/secto L2 cache
* 1 GB/sec to DRAM/disk
* 10- 100 Mbit/sec to internet via campus network

¢ Pentium Pro Bandwidths:
» ~3.2GB/secto L1 cache
» 528 MB/secto L2 cache

* 132 MB/sec to DRAM
(528 MB/sec for multiprocessor with interleaved memory)

e 128 Khit/sec to internet vial SDN; or worse viamodem

10
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CONCURRENCY

Replication of Homogeneous Resour ces

+ Concurrency can be achieved by using replicated resour ces

+ Replication isusing multiple instances of a resource
» Potentialy lower latency if concurrency can be exploited

— Multiple banks of memory (interleaving) combined with concurrent accesses to
several banks rather than waiting for a single bank to complete

» Potentialy higher bandwidth if enough connectivity exists
— Split instruction and data caches
— Multiple buses if bus speed is limited

* Replication in memory system required for efficient parallel processing
— At least one cache per CPU for multiprocessor
— Multiple memory banks for multiple simultaneous accesses

11
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Pipelining as a Form of Concurrency

+ Pipdiningisan inexpensive way to approximate replication
» One s&t of resources can be shared N ways with an N-stage pipeline
» Lesseffective because logical copies of resource must operate out of phase
spread over N clock cycles
» Example: 6-clock multiplier, if pipelined, can produce 6 times as many results,
but each result is still at a 6-clock latency

+ Replicated resour ces can each be pipelined too

Thought Question:

+ Ineveryday life, think of an instance where:
» Replication increases bandwidth and decreases latency
* Replication increases both bandwidth and latency
» Replication decreases latency without directly affecting bandwidth
» Replication increases bandwidth without directly affecting latency
(hint -- think of city transportation)

12
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Computer Concurrency Examples

+ Replication increases bandwidth and decreases latency

» Split instruction and data cache -- parallel access to both; single-clock
instruction execution possible

& Concurrency increases both bandwidth and latency
* A pipelined processor, especially a vector processor

+ Replication decreases latency without directly affecting bandwidth
» The size of a cache memory (humber of bytesin cache)

+ Replication increases bandwidth without directly affecting latency
» 64-hit businstead of 32-bit bus (for 32-bit data value computations)

Coherence as a Replication | ssue

& Coherencerequired to synchronize contents of distributed memory
structures
» Cachesin multiprocessor provide:
— Increased bandwidth to CPU
— Decreased latency to CPU
— Reduced bus traffic
— Potential for same data to be resident in multiple caches

|CPU1| |CPU2| |CPU3| |CPU4|

CACHE 1 CACHE 2 CACHE 3 CACHE 4

I

MAIN
MEMORY

13
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BALANCE

Balance = Lack of Steady-State Bottlenecks

& A machineisbalanced when at each level of the hierarchy the systemis
sized appropriately for the demands placed upon it
» Balance usually refersto an intended steady-state operation point

» Lack of balance manifests
as a bottleneck

D = A*B
VECTOR (3 ops of 64 bits
UNIT | @ 8 MHz

Example:

. . 2 inputs @ 64 MB/s 1 outputs @ 64 MB/s
Titan vector processing
READ BUS SYSTEM BUS
128 MB/s
CAPACITY
PER BUS
8-WAY INTERLEAVED 128 MBJs
MEMORY CAPACITY
MEMORY
BANK

14



18-548 Key Concepts 8/26/98

Balance example

¢ You havetotravel 2 milesand average 60 M.P.H.
* Youtravel thefirst mileat 30 M.P.H.
» How fast do you haveto go for the second mile to average 60 M.P.H. for the
entire 2-mile trip?

Vehicle Speed Balance Example

Speeds for car to average 60 mph over 2 miles

10000 7

1000 T~

Speed 2nd Mile

100 T

O e I I
0 10 20 30 40 50 60 70 80 90 100110120130140150

Speed 1st Mile

15
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Amdahl’sLaw

1

SPEEDUP = -
&FRACTION enpiancep

(1- FRACTION gypyancen )t g—
SPEEDUP:\ancep @

runs on one CPU

+ Parallel computations arelimited by the scalar portion
» Example: 10 CPUs can be used to speed up half a computation; the other half

SPEEDUP= - —182 times faster

(1- o5} ag%Ong
102

» 50% parallel code runs, at most, 2x faster

(in terms of time consumed)...

& Ingight: infinite parallelism doesn’t help the scalar portion!

¢ Makethe common casefast; but after awhileit won’t be so common

Amdahl’sLaw Extended

of the calculation

Cache memory examplerevisited:
L1 cache accessin 10 ns; main memory accessin 100 ns; 90% hit rate

Time without cache = 10 * 100ns = 1000 ns
Timewith cache=9* 10ns+ 1* 100ns= 190 ns

1

+ Speedup of part of a calculation islimited by lack of speedup in therest

SPEEDUP = = cTo 5
(1- FRACTION gypancep ) gFRA L NENHANCEDi
SPEEDUP:\ancer &
SPEEDUP= e -1 1 _ 1 g
2 S 010 ageo&g 010+ 009 019
@ 090y & 00+ 100
CEl00nsG~
10ns 2

16
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Amdahl / Case Ratio

¢ 1MB memory; 1Mbit/secl/O; 1MIPS
» Givesrule of thumb for balanced mainframe (from the 1970's)

¢ Example: AlphaServer 1000A (21164 CPU) base configuration
e ~700 MIPS a 500 MHz
e 256 MB memory
* ~100 Mbit/sec disk I1/0

e Lessons:
— Get amemory upgrade (e.g., to 512 MB) if you’ re doing serious computing

— “1/O certainly has been lagging in the last decade” -- Seymour Cray, 1976
— “Also, I/0O needs alot of work.” -- David Kuck, 1988
— “We'reworking on 1/O” -- Dave Nagle & Greg Ganger, 1998

Other Balance | ssues

& Low latency isharder to provide than high bandwidth
» Amdahl’s law applied to cache misses

+ Context switching overhead
» Amdahl’slaw applied to register saves & task switches

+ Price/performance points
» Often price matters more than performance
» Thiscourseis, however, (mostly) about performance

17
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REVIEW

Review
& Hierarchy
» |Isagenera approach to exploiting the common case (“locality”)
¢ Latency
* Minimize time delays to minimize waiting time
Bandwidth
* Maximize width & speed
Concurrency
» Bandwidth increase if more connectivity or pipelining
» Latency decrease for concurrency
+ Balance
» Amdahl’slaw applies

*

*

+ Next lecture: physical memory architecture
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