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Abstract—On-chip test/diagnosis is proposed to be an effective method to ensure the lifetime reliability of integrated systems. In order to manage the complexity of such an approach, an integrated system is partitioned into multiple modules where each module can be periodically tested, diagnosed and repaired if necessary. The limitation of on-chip memory and computing capability, coupled with the inherent uncertainty in diagnosis, causes the occurrence of misdiagnoses. To address this challenge, a novel incremental-learning algorithm, namely dynamic k-nearest-neighbor (DKNN), is developed to improve the accuracy of on-chip diagnosis. Different from the conventional KNN, DKNN employs online diagnosis data to update the learned classifier so that the classifier can keep evolving as new diagnosis data becomes available. Incorporating online diagnosis data enables tracking of the fault distribution and thus improves diagnostic accuracy. Experiments using various benchmark circuits (e.g., the cache controller from the OpenSPARC T2 processor design) demonstrate that diagnostic accuracy can be more than doubled.
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I. INTRODUCTION

Ensuring the lifetime reliability of integrated systems has become a central concern. A robust system should be able to continue acceptable operations over its intended lifetime even in the presence of failures [1]. Although manufacturing tests are performed to help ensure reliability, a chip may still degrade and even fail in the field due to various locations of failure. Early-life failure, also called infant mortality, is caused by the defects that are not exposed during manufacturing tests. However, electrical and thermal stress during in-field use will eventually degrade the defect to a significant failure in functionality [2], [3]. Wear-out, also called aging, manifesting as progressive performance degradation, is induced by various mechanisms, e.g., negative-bias temperature instability (NBTI) and hot-carrier injection (HCI) [4].

Various methods have been proposed to detect and avoid failures. First, forward error control (FEC) method uses error correction codes (ECC) to detect and correct data faults during transmission by adding data redundancy to the packets [5]–[8]. However, FEC does not target permanent failures, e.g. early-life and wear-out [9]. On the other hand, most error detection/correction methods incur significant power, performance and area penalties [10]. Second, failure-prediction schemes provide an early warning of circuit aging before errors appear. Specifically, an aging sensor periodically checks the slack of a critical path in order to avoid the occurrence of delay faults. This approach requires an aging sensor and a stability checker for each flip-flop which however incurs a large area overhead [11]. Third, on-chip self-test schemes test the system periodically for failure detection [10], [12]–[14]. To reduce the overhead, the DFT already on chip for manufacturing test is reused to perform the in-field testing based on vectors stored in off-chip flash memory.

To enable failure localization, diagnosis is performed when on-chip self-test detects a failure. There are generally two diagnostic approaches, namely, effect-cause and cause-effect [15]. In effect-cause, a complete model of the design, its test- vector set, and the test response from the failing circuit are analyzed by diagnostic software to identify possible fault locations. However, it requires both significant memory and runtime. Compared to effect-cause, cause-effect is more feasible. However, it too has challenges since it requires the generation, storage and usage of a fault dictionary that contains the test response for every fault of interest. The size of a full fault dictionary is measured in terabytes for modern designs [15]. In [14], an on-chip diagnosis scheme that performs diagnosis and repair however at the module level (i.e., sub-core/sub-uncore) results in a much more compact dictionary. Instead of storing the simulation response of each fault per test, the compact fault dictionary only stores a single bit per test that indicates the pass/fail status of a subset of faults that enable module-level diagnosis. Such an approach significantly reduces the size of a fault dictionary at the cost of diagnostic resolution (i.e., one module is assumed to be faulty, but multiple modules are diagnosed as fault candidates). After the faulty module is located, self-repair is performed to replace or bypass it [16]. However, if the diagnostic resolution is non-ideal and no further analysis is done to narrow down the fault location, all fault candidates have to be repaired, resulting in inefficient use of on-chip resources.

In this paper, a novel incremental-learning algorithm that we call dynamic k-nearest-neighbor (DKNN) is proposed to improve the accuracy of on-chip, module-level diagnosis. Here, accuracy is defined as the probability that the identified module is the one with the failure, assuming that a single module is faulty. It is assumed that on-chip testing is performed with a test clock that has a higher frequency than the system clock because it allows failure sources that slowly degrade system timing to be tracked over time. For example, delay
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degradation due to NBTI [4] can be monitored, enabling system adjustments (e.g., task scheduling, sleep scheduling, etc.) that mitigate adverse effects on system lifetime. Another consequence of using a faster clock for test, means failures will be much more frequent, thus creating sufficient data for learning a model for improving diagnostic accuracy. Different from the conventional KNN, DKNN employs online data to update the learned classifier, enabling the classifier to evolve as new data becomes available. Consequently, DKNN is able to track the fault distribution, especially when the fault distribution is non-stationary. In [17]–[19], pattern recognition methods are used to make diagnostic decisions in analog circuits. In particular, possible circuit defects are identified through inductive fault analysis. Then a set of classifiers, trained offline using data from fault simulation, is used to map each defect to a score according to its likelihood of occurrence. In [20], an incremental KNN algorithm that also revises the composition of data set by exploiting a “correct-error” teacher is proposed. In their approach, each instance in the data set is associated with a dynamically-evolving weight, that requires additional overhead if implemented on chip. Moreover, the memory required increases as more data is collected, making it difficult to determine the required amount of memory a priori. Compared to the incremental KNN in [20], DKNN is more hardware-friendly because it maintains a fixed-size data set, and only requires little additional logic for data replacement.

Finally, the effectiveness of DKNN is validated using two benchmark circuits, L2B (the L2 cache bank controller of the OpenSPARC T2 processor [21]) and c7552 (an ISCAS benchmark circuit [22]), details of which will be elaborated upon in Section IV.

This work has two main contributions:
- DKNN copes with non-stationary distributed data by updating the classifier incrementally using online data.
- DKNN can be implemented on chip for improving diagnostic accuracy, using little additional logic and a fixed-size data set.

The rest of this paper is organized as follows. Section II provides details of the DKNN algorithm and demonstrates how it improves the accuracy of on-chip diagnosis. Section III presents the on-chip implementation of DKNN while Section IV evaluates the performance using the benchmark circuits and the UCI repository databases [23]. Section V draws conclusions.

II. METHODOLOGY

The flow for improving the accuracy of on-chip diagnosis is depicted in Figure 1. On-chip test/diagnosis generates a coarse diagnosis result which is then refined, if necessary, by the DKNN classifier.

A. Module-level Diagnosis

For the purpose of on-chip test/diagnosis, the core/uncore to be tested is partitioned into a set of interconnected modules,

1If the probability that a fault is located in a specific module changes over time, then the fault distribution is non-stationary; otherwise, it is stationary.

Figure 1: An on-chip diagnosis result is fed into the on-chip DKNN classifier. The module predicted by the DKNN classifier is repaired. If the predicted label proved to be incorrect, the DKNN data set is updated.

Figure 2: A processor with four cores and several uncores is shown hierarchically. Each core/uncore is partitioned into multiple modules, each of which is assumed to be independently repairable. Within each module lies a number of faults (shown as blue dots) that allow faulty modules to be distinguished via testing [14].

Each of which is independently repairable [14]. Figure 2 shows a fictional multicore processor that contains four cores and several uncores. Uncores are defined as system components that are neither processor cores nor co-processors (e.g., memory controller, interrupt handlers, etc.) [13]. In Figure 2, each core/uncore is partitioned into multiple modules, and particular faults identified within each module capture those early-life failure and wear-out locations that allow faulty modules to be distinguished through diagnosis.

Periodic on-chip test/diagnosis starts with testing a core/uncore using a method such as the CASP (Concurrent Autonomous chip self-test using Stored test Patterns) technique [12]. If the core/uncore is faulty, then diagnosis is initiated to locate the faulty module. Specifically, diagnosis generates a list of potentially-responsible delay faults on a per module basis [14]. Further, counting the number of potentially-responsible
delay faults for each module provides an indication of the likelihood that the corresponding module is indeed the location of failure. Predicting the faulty module to be the one with the maximum fault-count is called “select-max”.

Table 1 shows three diagnosis results for L2B through simulation. Each simulation first injects a delay fault (which mimics early-life failure or wear-out) to a specific gate, and then runs diagnosis that results in a fault-count associated with each module. The first diagnosis result has ideal resolution, i.e., only one module has non-zero fault-count. Thus, $M_9$ is most likely to be faulty. However, most diagnosis results do not have ideal resolution. The second diagnosis result has three modules associated with non-zero fault-counts, either of which may be the faulty one. In this case, $M_5$ is deemed to be faulty using the select-max strategy. The third diagnosis result has nine modules associated with non-zero fault-counts. The select-max strategy would deem $M_7$ as the faulty module but the actual faulty module is $M_9$.

The examples from Table 1 demonstrate that select-max is not always correct. Based on the simulation results (described in Section IV), the diagnostic accuracy of select-max is 71% for L2B, and 20% for c7552. Here, a diagnostic outcome is deemed accurate if the module with the maximum fault-count is indeed the location of the failure. If select-max is incorrect (i.e., the wrong repaired), the benefit of on-chip test/diagnosis is hindered. Thus, improving diagnostic accuracy is a critical goal of on-chip test/diagnosis.

B. Dynamic k-nearest-neighbor

$k$-nearest-neighbor (KNN) is an instance-based non-parametric machine-learning algorithm used for classification. Specifically, an unlabeled instance\(^2\) is classified based on the class of its $k$ nearest neighbors [24]. KNN classification depends on the local-similarity nature of data, i.e., two instances belonging to the same class are supposed to be close to each other in the hyperspace that captures the data. This assumption is also applicable to module-level diagnosis. Figure 3 provides an example illustrating that failures in different modules may result in different diagnosis results based on how the modules are interconnected. For example, Figure 3(a) shows two modules of a core/uncore, namely $M_1$ and $M_2$, that are connected to each other. The failure effects stemming from $M_1$ can propagate to $M_2$, but the converse is obviously not true. Thus, as shown in Figure 3(b), a failure in $M_1$ (red dots) may cause both $M_1$ and $M_2$ to report non-zero fault-counts, but a failure in $M_2$ (blue dots) cannot cause $M_1$ to report a non-zero fault-count. In this case, it is easy to find the classification boundary in the two-dimensional space between the faults residing in $M_1$ and $M_2$, which indicates that the conventional KNN is capable of identifying the similarities among faults residing in the same module.

DKNN is an incremental-learning algorithm [25]–[27] (Figure 4). An incremental classifier can evolve using new instances without having to re-process past instances. It requires less data to build the initial classifier and consumes less computational resources. In the DKNN algorithm, a new data instance (i.e., a diagnosis result) is fed into the classifier, resulting in a predicted label. After the actual label is known, both the predicted label and the actual label are fed into the replacement block for comparison. If the predicted label is correct, the data set used by DKNN is left intact. Otherwise, the nearest neighbor that is responsible for predicting the wrong label is replaced with the instance. In other words, the nearest neighbor whose label is the same as the instance is replaced in case of wrong classification. By employing replacement, the size of the data set is constrained to fit the on-chip resources allocated for learning.

The replacement of data instances gradually revises the composition of the data set so that it is more reflective of the instances now being generated by the chip. For example, if the distribution of the data changes, then the DKNN may make a wrong prediction, but then it gradually adapts the distribution of the DKNN data set by incorporating new data. In addition, the replacement can refine the data set by removing noisy data that has an adverse effect on classification. Specifically, if a noisy data causes a wrong label, it is very likely to be replaced. Moreover, although data replacement may cause the classifier to overfit the faults appearing in a specific period of time, the overfitting can be mitigated by dynamically updating the data set, which is also an advantage of DKNN over the conventional KNN.

\(2\) A data instance is considered to be “labeled” if its class is known, otherwise it is “unlabeled”.

![Figure 3](image-url) (a) Two modules $M_1$ and $M_2$ are connected in an core/uncore as shown. (b) A failure in $M_1$ may cause both $M_1$ and $M_2$ to report non-zero fault-counts (red dots), while a failure in $M_2$ cannot cause a non-zero fault-count for $M_1$ as illustrated by the blue dots that lie along the y-axis.

![Figure 4](image-url) The incremental learning scheme of DKNN. If the predicted label is different from the actual label, then the DKNN classifier is updated.
C. DKNN for Improving the Accuracy of On-chip Diagnosis

Algorithm 1 describes the use of DKNN for improving the accuracy of on-chip diagnosis. The DKNN data set is initialized using fault simulation data, i.e., injecting faults into the gate-level netlist and then generating a fault-count for each module using simulation tools.

A periodic test/diagnosis starts with testing a core/uncore. Only if the test fails, then diagnosis is applied to identify which module of the core/uncore is most likely the reason for the observed test failure. The diagnosis result is reported as a \( n \)-dimensional vector of integers, where \( n \) is the number of modules. For each diagnosis result, a check for ideal resolution (i.e., only one fault-count is non-zero) is performed. If the resolution is ideal, then prediction via DKNN is obviously not needed. If the resolution is non-ideal, then DKNN is performed to predict which of the \( n \) modules is the faulty one. Specifically, the module is labeled using the outcome of a majority vote provided by its \( k \) nearest neighbors, and then data replacement is performed if the predicted label is incorrect. It is noted that only “relevant data” is considered when the classifier is searching for nearest neighbors. For example, in Table 1, the second diagnosis result has three modules (i.e., \( M_3, M_5 \) and \( M_7 \)) associated with non-zero fault-counts, and therefore only data instances whose labels are 3, 5, or 7 are considered relevant. In addition, if a tie occurs during majority vote (i.e., two or more modules contribute the same number of neighbors), then either one module is selected as the label.

When a module is predicted to be faulty, it will be repaired and the system will be re-tested to determine if it was the actual faulty module. If the system passes, then the prediction is assumed to be correct; otherwise, the second-potentially faulty module will be repaired. Test, diagnosis, and repair continue until the actual faulty module is identified. Finally, after the actual faulty module is identified, the data replacement is performed.

### III. Architecture

Figure 5 shows the block diagram for improving the accuracy of on-chip diagnosis. DKNN takes as input the diagnosis result from the on-chip diagnosis scheme described in [14], performs classification using the labeled data that is stored in the on-chip buffer, and updates the data set if the classification is later deemed to be incorrect. The architecture of the KNN classifier is shown in Figure 6. The DKNN classifier hardware employs an IP-core design proposed in [28]. The fully pipelined KNN architecture shown in Figure 6 has \( m + k \) stages, where \( m \) is the number of features, and \( k \) is the number of nearest neighbors. The white nodes compute the distances, the dark gray nodes find the labels of the \( k \) nearest neighbors, and the light gray nodes find the majority of the KNN labels to be used for prediction. Assuming that the size of the data set is \( n \), the architecture can classify a new data instance in \( n + m + k \) clock cycles.

DKNN is described using Verilog and synthesized using Synopsys Design Compiler [29]. The area, critical path, and power are 45,305\( \mu \)m\(^2\), 5.3ns, and 700\( \mu \)W, respectively, for the following parameter values: \( k = 5 \), the number of features is 16, and the size of data set is 200. In addition, the latency of predicting the faulty module (\( \sim 1.3\mu s @ 166MHz \)) is much smaller than that of on-chip test, diagnosis and repair [13], [14], [16].

<table>
<thead>
<tr>
<th>Faulty gate</th>
<th>Faulty module</th>
<th>( M_1 )</th>
<th>( M_2 )</th>
<th>( M_3 )</th>
<th>( M_4 )</th>
<th>( M_5 )</th>
<th>( M_6 )</th>
<th>( M_7 )</th>
<th>( M_8 )</th>
<th>( M_9 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>U6523_temp1_Y</td>
<td>( M_9 )</td>
<td>0 0 0 0 0 0 0 0 0 2 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>U7423_temp1_Y</td>
<td>( M_5 )</td>
<td>0 0 3 0 15 0 4 0 0 0 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n11747</td>
<td>( M_9 )</td>
<td>77 21 32 34 63 0 83 4 57 11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: L2B, partitioned into ten modules, is diagnosed at the module level through simulation. The first step of simulation is to inject a delay fault into a specific gate (the first column). The second step is to run on-chip diagnosis that results in a fault-count associated with each module (the third column).
Figure 5: A DKNN classifier is used to improve accuracy of on-chip diagnosis. The block diagram shows the communication of data between various blocks within the system.

Figure 6: A pipelined architecture for KNN from [28]. The architecture classifies a data instance in \( n + m + k \) clock cycles, where \( n \) is the size of the data set, \( m \) is the number of features, and \( k \) is the number of nearest neighbors. In this case, \( n = 5 \), \( m = 4 \) and \( k = 3 \).

### IV. Experiment

To validate the effectiveness of DKNN, two benchmark circuits, namely L2B [21] and c7552 [22], are used for simulation. L2B is the L2 cache bank controller of the OpenSPARC T2 processor, which is partitioned into 10 modules, and c7552 is one of the ISCAS benchmark circuits, which is partitioned into 12 modules.

The benchmark circuits, with delay faults injected into them, are tested/diagnosed, and then the faulty module is predicted using DKNN. The conventional KNN and select-max are also performed to the benchmark circuits for comparison. Table 2 shows the accuracy which is defined as the probability that the predicted module is actually faulty under the assumption that a single module is faulty. The result demonstrates that DKNN performs better than both the conventional KNN and select-max. Compared to select-max, DKNN improves the accuracy from 71% to 83% for L2B, and from 21% to 46% for c7552. After all injected faults are classified by DKNN, the amount of data replacement is 165 for L2B, and 1,212 for c7552, representing 16.5% and 45.0% of the initial data sets for the two benchmark circuits, respectively.

To simulate non-stationary fault distribution, we assume that the DKNN data set is initially constructed without any faults from \( M_9 \) and \( M_{10} \), but the DKNN classifier has to deal with the faults from \( M_9 \) and \( M_{10} \) later in time. The result demonstrates that the DKNN is able to maintain high accuracy because it can dynamically incorporate new diagnosis data from \( M_9 \) and \( M_{10} \). However, the conventional KNN performs even worse than select-max because it cannot predict any fault from \( M_9 \) and \( M_{10} \) (Table 2).

Figure 7(a) shows the overall diagnostic accuracy of DKNN versus the size of the DKNN data set. The accuracy is improved as the size of the DKNN data set increases. However, the accuracy saturates if the size is larger than 200. Figure 7(b) shows the overall diagnostic accuracy of DKNN versus \( k \) (i.e., the number of nearest neighbors). It shows that the highest overall accuracy is achieved when \( k = 5 \). Thus, 200 is selected as the size of the DKNN data set, and 5 is selected as the value of \( k \) for KNN classification.

Finally, the performance of DKNN, as a generic machine-learning algorithm, is evaluated. Specifically, the accuracy of DKNN is compared with the conventional KNN and the incremental KNN algorithm proposed in [20], using seven data sets from the UCI repository databases [23]. These data sets are commonly used for verifying the performance of classifiers. The classification results demonstrate that DKNN performs slightly better than both the conventional KNN and the incremental KNN in [20] (Figure 8).

### V. Conclusion

In this paper, we have developed a dynamic \( k \)-nearest-neighbor (DKNN) algorithm for improving the accuracy of on-chip, module-level diagnosis. Different from the conventional KNN, DKNN described here employs online data to update the learned classifier dynamically, so that the learned classifier can evolve as new data becomes available. Specifically, if the classification for a data instance is proved to be wrong, the nearest neighbor that is responsible for predicting the wrong label is replaced by the data instance itself. When used to

<table>
<thead>
<tr>
<th>Benchmark circuits</th>
<th>No. of injected faults</th>
<th>Fault distribution</th>
<th>Select-max</th>
<th>Conventional KNN</th>
<th>DKNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>L2B</td>
<td>997</td>
<td>stationary</td>
<td>71%</td>
<td>99%</td>
<td>83%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>non-stationary</td>
<td>71%</td>
<td>51%</td>
<td>82%</td>
</tr>
<tr>
<td>c7552</td>
<td>2,694</td>
<td>stationary</td>
<td>21%</td>
<td>44%</td>
<td>46%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>non-stationary</td>
<td>21%</td>
<td>38%</td>
<td>46%</td>
</tr>
</tbody>
</table>

Table 2: The diagnostic accuracies for select-max, the conventional KNN, and DKNN are compared using the benchmark circuits L2B and c7552.
Figure 7: (a) The diagnostic accuracy of DKNN is improved as the size of the DKNN data set increases given $k = 5$. (b) The diagnostic accuracy of the DKNN varies for different values of $k$ (i.e., the number of nearest neighbors) given the size of the DKNN data set is 200.

Figure 8: The performance of the conventional KNN, DKNN, and the incremental KNN in [20] are compared using seven randomly selected datasets from the UCI repository databases. 10-fold cross-validation is used, and size of data set is 200.

improve the accuracy of on-chip diagnosis, the experiments demonstrate that DKNN significantly improves the accuracy for benchmark circuits, L2B and c7552. DKNN can achieve acceptable accuracy with limited memory, or in case of non-stationary fault distribution, which makes it suitable for on-chip use. Finally, experiments using the UCI repository [23] show that DKNN performs as well or better than conventional KNN and another incremental KNN algorithm [20].
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