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Abstract

We introduce the Starfish system, a new system that provides intrusion detection and intrusion tolerance for middleware applications operating in a distributed asynchronous system. The Starfish system contains a central, highly secure and tightly coupled core. This core is augmented by “arms” that are less tightly coupled and that have less stringent security guarantees, each of which can be removed from the core if a significant security breach occurs. New arms can be “grown” as needed.

The Starfish system aims to employ a number of techniques for providing intrusion detection and intrusion tolerance. The specific challenges that we will address in this paper are infrastructural support for voting and end-to-end intrusion detection.

1 Introduction

As middleware technologies such as Jini, EJB, CORBA, and DCOM have become more important for designing large software systems, it is has become increasingly important to design algorithms and develop mechanisms to provide intrusion detection and intrusion tolerance capabilities in middleware systems. Intrusion tolerant systems are systems that continue to operate correctly and reliably despite intrusions that cause some nodes to behave in an arbitrary or malicious manner. While traditional computer security concerns keeping intruders out of a system, our goal is detection of an intrusion and continued provision of useful services even during or after a successful intrusion.

It is of crucial importance to protect critical applications such as electronic banking and commerce systems, the national power control grid, air traffic control, and medical monitoring and support systems, from malicious intrusions and corruption. While some work has been done in this area, much remains to be investigated and many questions remain open. We must develop algorithms and mechanisms for providing intrusion tolerance to middleware systems, and provide a framework for understanding intrusions in such systems. It is critical that we describe properties that must be achieved by intrusion tolerant systems, so that middleware systems can be evaluated against these properties.

Our work explores the challenges underlying providing intrusion tolerance for complex middleware applications in a distributed asynchronous system. The specific challenges that we will address in this paper are infrastructural support for voting and end-to-end intrusion detection. One of the goals of the mechanisms and the algorithms that we have developed, and are continuing to develop, is to be widely applicable across a variety of middleware technologies and, where possible, to transcend differences in diverse middleware implementations and standards. Drawing on our previous work on CORBA, we will investigate, in this paper, generic algorithms, techniques and mechanisms that will be essential foundations for the intrusion tolerant middleware systems of the future.

2 System Model

We consider an asynchronous distributed system consisting of processors that communicate via messages over a network. Processors have access to local clocks, but these clocks are not synchronized.

The system is subject to communication, processor, and object faults. Communication between processors is unreliable, and thus messages may need to be retransmitted and may be arbitrarily delayed. Communication channels are not assumed to be FIFO or authenticated.

Processors are either correct or faulty. Correct processors always behave according to their specification. Faulty processors exhibit arbitrary (Byzan-
time) behavior. Because a Byzantine processor can behave as if it crashed, crash faults are considered as Byzantine faults.

A faulty processor may attempt to disrupt the system by sending different information to different processors, purporting that it is the same information, or by selectively sending messages to some processors and not to others. Further, a malicious processor can attempt to thwart the consistent ordering of messages by sending messages to different processors in a different order. Such a processor can also masquerade as another processor by including the identifier of another processor in the messages it sends. A faulty processor cannot refuse to send messages, can send messages that are syntactically or semantically incorrect, or can claim that another processor is faulty.

Objects are also subject to crash faults or may behave in an arbitrary or malicious manner. Correct objects always behave according to their specification and do not crash. A faulty object may fail to send a message as required by the application, which we refer to as a send omission fault. A faulty object may also send a message that contains an incorrect (corrupted) invocation or response, which we refer to as a value fault.

3 Infrastructural Support for Voting

In an environment subject to malicious faults due to intrusions, a single object may be corrupted and provide incorrect semantics, including providing an incorrect response to an invocation. Thus, to provide intrusion tolerance, it is crucial to replicate objects. We make use of state machine replication [17] to actively replicate objects. In the case of a deterministic object, if all of the object replicas begin in the same state and process the same updates in the same order, then consistency will be maintained.

However, maintaining replica consistency in an environment subject to malicious faults is a complex problem. Ensuring that all objects process the same updates in the same order is very difficult. We must ensure, for example, that a malicious processor is unable to disrupt the system by sending different information to different processors, purporting that it is the same information. Secure reliable group communication systems can ensure that all of the processors receive the same information, even if some of the processors in the system behave maliciously. Throughout the rest of this paper, we assume the existence of an underlying group communication system such as the SecureRing system [8] that provides secure reliable totally ordered message delivery and processor group membership services despite malicious processor faults.

We make use of the object group abstraction, in which the replicas of an object form an object group and the degree of replication is the size of the object group. An object group interface can be employed to hide the details of the underlying group communication protocols. The object group interface allows an object to transparently send an invitation or response to all of the replicas of an object; i.e., to the object group. The object group interface also allows replicas to join and leave (or be removed from) an object group, and for object groups to be created and eliminated.

Fault-tolerant systems typically perform some type of voting. Most work on intrusion tolerance has focused on faulty servers, with clients performing majority voting on responses from replicated server objects. However, in an intrusion tolerant system we must also consider faulty clients, and ensure that such clients are unable to corrupt the state of server objects. We advocate replicating clients as well as servers, and we thus perform majority voting on both invocations and responses, as shown in Figure 1.

There are key questions with regard to voting in a dynamic environment, in which object replicas may be created and removed. In particular, it is crucial to be able to determine how many votes from a particular replicated object constitute a majority, given the current status of the system. To send an invocation or a response to an object group, the originating object does not need to be aware of the number or location of the replicas of the target object. Typically, while the object group layer on a particular processor would process membership changes regarding object groups hosted by the processor, for reasons of scalability it would not receive such membership changes regarding other object groups that it does not host. However, to vote on incoming invocations or responses, the voter at the target replica must know the number of the replicas in the originating object group (in order to know how many votes to expect and, thus, how many votes constitutes a majority). To handle this, we propose, in addition to prior work, a hierarchical membership structure that consists of both object
groups and *voting groups*, as well as the use of a *voting group interface*, as shown in Figure 2.

The hierarchical group structure allows membership changes to be selectively disseminated only to interested parties, and is thus scalable while providing the information necessary for voting. When a client object group $G_{O1}$ sends an invocation to a server object group $G_{O2}$, a voting group $G_V$ is formed that contains both $G_{O1}$ and $G_{O2}$. Membership information for both $G_{O1}$ and $G_{O2}$ is maintained locally and, when there is a change in object group membership of either $G_{O1}$ or $G_{O2}$, all of the replicas in the voting group $G_V$ are made aware of those changes. The voting group interface allows members of a voting group to transparently vote on the invocations or responses from other members of that voting group. Thus, $G_{O2}$ is able to transparently vote on invocations from $G_{O1}$, and $G_{O1}$ is able to transparently vote on responses from $G_{O2}$.

4 End-to-End Intrusion Detection

Various types of faults can be manifested as the result of an intrusion. Some of these include communication faults, processor faults, and object faults. Once various types of faults have been identified and categorized, strategies must be developed to protect systems from these types of faults.

As described above, membership occurs in several levels. At the lowest level, there is the collection of all processors that host objects in the system. We refer to this as processor membership. Next, there is voting group membership, which encompasses the client and server object groups that are communicating at any particular point in time. Finally, there is object group membership, in which an object group consists of all of the replicas of an object. All of these memberships are dynamic and change as intrusions are detected, as new objects are created or modified in their degree of replication, and as objects communicate through invocations and responses.

Prior work on Byzantine fault detectors [9] can be applied to intrusion detection in middleware. These techniques allow for the detection and removal of corrupted processors. Each processor has access to a local fault detector module that provides hints about which processors are faulty. The local fault detector monitors messages that are sent and received, and provides an output consisting of a list of processors that it currently suspects.

It is important for intrusion tolerant middleware systems to be adaptive. It is crucial not only to detect Byzantine faults, but also to remove the faulty object or processor. There are many issues to be resolved, such as whether to remove only an ob-
ject replica that has been found to be faulty, or to remove the processor hosting the replica as well. Another key question is how to ensure that a malicious object replica is not able to cause the removal of a correct object or processor by claiming that it is faulty.

When an object replica exhibits a value fault that is subsequently detected through the voting mechanism, two options are available. The first possibility is simply to remove the faulty replica from the object group of which it is a member, and all voting groups of which its object group is a member. This is the easiest course of action, and may be appropriate when there is reasonable confidence that one faulty object is unable to corrupt another object on the same processor. The process of removing a faulty replica is illustrated in Figure 3. In Figure 3(a), a faulty replica \( r \) that is a member of object group \( G_{O2} \) sends a vault fault to another object group \( G_{O3} \).

In order to ensure that faulty replica \( r \) is removed from its object group \( G_{O2} \), it is necessary that all of the replicas in \( G_{O2} \) receive evidence of the value fault. To ensure that this happens, a Value_Fault_Vote message is employed. This special message contains embedded votes from each of the object replicas in group \( G_{O2} \), including the faulty vote from replica \( r \). A means of authentica-

tion must be employed in order to ensure that a malicious replica is not able to forge an incorrect vote from a correct processor. The Value_Fault_Vote message is sent from the target replicas in object group \( G_{O3} \) that detected the value fault back to the originating object group \( G_{O2} \), as shown in Figure 3(b). The object group layer makes use of a value fault detector, which votes on the values in the messages of a given set and identifies a corrupt sender replica as well as the object group of which it is a member. The object group interface is then employed to remove the faulty object replica from object group \( G_{O2} \), as shown in Figure 3(c). Due to the voting group mechanism, the change in the object group membership is then propagated to all of the object groups that are members along with group \( G_{O2} \) in a voting group (in this example, object groups \( G_{O1} \) and \( G_{O3} \) in voting groups \( G_{V1} \) and \( G_{V2} \)). This process is illustrated in Figure 3(d).

In addition to simply removing a faulty object replica from its object group and voting groups, the second option is to remove the processor hosting the faulty object from the system. This is the safest course of action because the corruption of any object residing on a processor may affect the integrity of other objects in residence. However, this semantic requires additional support mechanisms.
To ensure that all processors handle a value fault due to a corrupt replica as a malicious processor fault, the following completeness property of the Byzantine fault detector module must be satisfied:

- There is a time after which every processor that has exhibited a fault is suspected by every correct processor

This requires that all of the processors in the system, not merely those that host objects that are members of object or voting groups with the faulty replica, must vote locally on the same set of votes and reach the same decision. To achieve this, a special base group containing all of the processors is employed. A value fault detector is used at the processor level and, on detecting an incorrect vote, the value fault detector sends a Value_Fault_Vote message to the base group. The value fault detector at each receiving processor compares this set of invocations or responses to determine the corrupt client or server replica and hosting processor.

A subtle problem may occur here if care is not taken in the mechanism. If a malicious object is not removed immediately at the application level, a problem may occur with cascading in which the faulty object continues to send incorrect values, each of which causes receiving processors to send a Value_Fault_Vote message to the base group. Effectively, this can result in a denial of service attack if not handled properly. It is important to handle the fault initially at the application level, by removing the faulty replica from its object and voting groups as described above, before handling the fault at the processor level.

5 Related Work

This work builds on the authors’ experience with the Immune system [15]. The Immune system aims to provide survivability to CORBA applications transparently, enabling them to continue to operate despite intrusions or accidents that damage the underlying distributed system, or faults that occur within the system. The Immune system can protect an existing unmodified CORBA application, run-
ning over an unmodified commercial ORB, against arbitrary faults, including those that arise from malicious attacks within the system. Every object within the CORBA application is actively replicated by the Immune system, with majority voting applied on incoming invocations and responses to each replica of the object.

The Immune system grew out of the authors' work on two projects: the Eternal system and the SecureRing protocols. The SecureRing system [8] provides secure reliable totally-ordered message delivery and group membership services despite the malicious corruption of some of the processors. The protocols multicast messages to groups of processors and deliver messages in a consistent total order to all members of the group. The Eternal system [13] aims to provide support for fault tolerance and evolution to CORBA-based applications. The application objects are replicated and distributed across the system, and the consistency of the states of the replicas is maintained by exploiting the facilities of the underlying group communication protocol for all inter-object communication.

Phalanx [11] is a software system that enables wide-area applications to survive the malicious corruption of clients and servers. Phalanx is a persistent object store that provides support for shared data abstractions such as files and locks. Phalanx is designed to scale to a large number of servers, and employs quorum constructions [10] that enable efficient scaling. Phalanx was developed for use in an electronic election trial during the 1998 Cost Rican presidential elections.

Fleet [12] is a middleware system that implements a distributed object repository. Fleet generalizes Phalanx in several ways, including support for persistent objects of arbitrary types, techniques for fault monitoring, and capabilities for dynamically extending the infrastructure with new object types. Fleet objects are persistent in that the object may outlive the client that created it. Fleet objects are replicated and retain correct semantics despite the malicious corruption of servers. Fleet is designed for Java/Jini applications and makes use of Byzantine quorum systems [10] to achieve scalability.

The Object Group Service [6] is a CORBA-compliant approach that provides fault tolerance for CORBA applications through a set of CORBA services. Mechanisms are provided to allow for the delivery of an invocation (response) to a server (client) object only if a majority of copies of the invocation (response) have been received, though not voted on for verification of their contents or value, from the replicated client (server) object.

The AQuA architecture [4] provides a CORBA-based dependability framework that can tolerate processor crash faults and replica crash faults, as well as send omission faults and value faults due to an corrupted object. The AQuA architecture exploits the facilities of the underlying Ensemble and Maestro toolkits [18], and uses majority voting at the application object level, to detect an incorrect value of an invocation (response) from a replicated client (server). AQuA does not provide for the detection, or tolerance, of malicious processor faults or message corruption faults.

COPE [14] is a set of CORBA security policies and CORBA-based services that is being developed to provide intrusion tolerance. An implementation has been developed using the commercial ORB, OrbixWeb, from Iona Technologies. COPE allows a method of any CORBA object in the application to be invoked only as determined by the application access policy for that object, based on permissions and authentication. Optimistic protocols serve to contain the damage done by an intruder before it is detected.

The BFT library [2] is a state machine replication system that tolerates Byzantine faults. It achieves high performance because it uses digital signatures only for view-change and new-view messages, and authenticates other messages using message authentication codes (MACs). A more recent extension [3] provides for replicas to be recovered proactively, allowing the system to tolerate any number of faults over its lifetime provided that fewer than 1/3 of the replicas are faulty within a small time period. A state transfer mechanism is also provided. BASE [16] is a further extension of BFT that enables replicas to run different or non-deterministic implementations. This is done by defining a common abstract specification for a service and then implementing a wrapper for each distinct implementation to make it behave according to the common specification.

The FRIENDS [5] system aims to provide mechanisms for building fault-tolerant applications in a flexible way through the use of libraries of metaobjects. Separate metaobjects can be provided for fault tolerance, security and group communication. FRIENDS is composed of a number of subsystems, including a fault tolerance subsystem which provides support for replication and detection of
faults. The secure communication subsystem includes support for authentication, authorization and audit. While every method invocation on a server can be signed at the client and authenticated at the server, majority voting is not used to determine the delivery of the invocation at the server.

The Cactus project [7] is a framework aimed at providing a flexible way of customizing different levels and strategies for survivability through the combination of components known as micro-protocols, each implementing a specific property. Fault tolerance is implemented as a micro-protocol which supports active and passive replication. Security is provided through micro-protocols that implement various authentication and encryption methods. GroupRPC is a middleware service, implemented using the Cactus approach, which would allow an application to tolerate crash, omission, timing and Byzantine faults.

The WAFT system [1] is a distributed object system that aims to support replication and security strategies suited to wide-area applications. The fault detection mechanism that WAFT employs is able to handle performance faults, such as a failure to comply with a specific quality of service requirement.

6 Conclusions and Future Directions

The increasingly complex and unpredictable world in which we live requires a greater understand of intrusion detection and the issues involved in the design of intrusion tolerant middleware systems. We must continue to develop mechanisms, tools, and techniques to aid in the development of such systems.

We have presented two general mechanisms for building intrusion tolerant systems. The first is the use of hierarchical groups for scalability. We introduced the idea of a voting group and a voting group interface for selective propagation of membership information and transparent voting. Our second mechanism is that of end-to-end intrusion detection at the object group, voting group, and processor level. These mechanisms, as well as others, are illustrated in the Starfish system currently under development.

Areas for future work include investigation into scalable techniques to achieve replication. Byzantine quorums [10] are a recent advance in this direction, but more work is necessary. Another key question is how to deal with denial of service attacks; very little progress has been made in this area to date. Work is also needed in implementing diversity in servers so that a successful attack on one server cannot be easily extended to other servers.

Another area for future work lies in considerations for recovery of processors and replicas. It is important that repaired objects and processors be allowed to rejoin the system. However, this is a difficult problem in systems subject to malicious faults. Issues of what to recover and what state to transfer when a new or repaired processor comes up, or when a new or repaired replica comes up, must be considered.
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