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Abstract� Motion segmentation methods often fail to detect the mo�
tions of low textured regions� We develop an algorithm for segmentation
of low textured moving objects� While usually current motion segmenta�
tion methods use only two or three consecutive images our method re�nes
the shape of the moving object by processing successively the new frames
as they become available� We formulate the segmentation as a parameter
estimation problem� The images in the sequence are modeled taking into
account the rigidity of the moving object and the oclusion of the back�
ground by the moving object� The segmentation algorithm is derived
as a computationally simple approximation to the Maximum Likelihood

estimate of the parameters involved in the image sequence model� the
motions� the template of the moving object� its intensity levels� and the
intensity levels of the background pixels� We describe experiments that
demonstrate the good performance of our algorithm�

� Introduction

The segmentation of an image into regions that undergo di�erent motions has
received the attention of a large number of researchers� According to their re�
search focus� di�erent scienti�c communities addressed the motion segmentation
task from distinct viewpoints�

Several papers on image sequence coding address the motion segmentation
task with computation time concerns� They reduce temporal redundancy by
predicting each frame from the previous one through motion compensation� See
reference ���	 for a review on very low bit rate video coding� Regions undergo�
ing di�erent movements are compensated in di�erent ways� according to their
motion� The techniques used in image sequence coding attempt to segment the
moving objects by processing only two consecutive frames� Since their focus is
on compression and not in developing a high level representation� these e�orts
have not considered low textured scenes� and regions with no texture are con�
sidered unchanged� As an example� we applied the algorithm of reference �
	 to
segmenting a low textured moving object� Two consecutive frames of a tra�c
road video clip are shown in the left side of Figure �� In the right side of Fig�
ure �� the template of the moving car was found by excluding from the regions
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that changed between the two co�registered frames the ones that correspond to
uncovered background areas� see reference �
	� The small regions that due to the
noise are misclassi�ed as belonging to the car template can be discarded by an
adequate morphological post�processing� However� due to the low texture of the
car� the regions in the interior of the car are misclassi�ed as belonging to the
background� leading to a highly incomplete car template�

Fig� �� Motion segmentation in low texture�

High level representation in image sequence understanding has been con�
sidered in the computer vision literature� Their approach to motion�based seg�
mentation copes with low textured scenes by coupling motion�based segmen�
tation with prior knowledge about the scenes as in statistical regularization
techniques� or by combining motion with other atributtes� For example� refer�
ence ��	 uses a Markov Random Field 
MRF� prior and a Bayesian Maximum a

Posteriori 
MAP� criterion to segment moving regions� The authors suggest a
multiscale MRF modeling to resolve large regions of uniform intensity� In refer�
ence ��	� the contour of a moving object is estimated by fusing motion with color
segmentation and edge detection� In general� these methods lead to complex and
time consuming algorithms�

References ��� �	 describe one of the few approaches using temporal integra�
tion by averaging the images registered according to the motion of the di�erent
objects in the scene� After processing a number of frames� each of these inte�
grated images is expected to show only one sharp region corresponding to the
tracked object� This region is found by detecting the stationary regions between
the corresponding integrated image and the current frame� Unless the back�
ground is textured enough to blur completely the averaged images� some regions
of the background can be classi�ed as stationary� In this situation� their method
overestimates the template of the moving object� This is particularly likely to
happen when the background has large regions with almost constant color or
intensity level�

��� Proposed Approach

We formulate image sequence analysis as a parameter estimation problem by us�
ing the analogy between a communications system and image sequence analysis�



see references ���	 and ���	� The segmentation algorithm is derived as a computa�
tionally simple approximation to the Maximum Likelihood 
ML� estimate of the
parameters involved in the two�dimensional 
�D� image sequence model� the mo�
tions� the template of the moving object� its intensity levels 
the object texture��
and the intensity levels of the background pixels 
the background texture�� The
joint ML estimation of the complete set of parameters is a very complex task�
Motivated by our experience with real video sequences� we decouple the esti�
mation of the motions 
moving objects and camera� from that of the remaining
parameters� The motions are estimated on a frame by frame basis and then used
in the estimation of the remaining parameters� Then� we introduce the motion
estimates into the ML cost function and minimize this function with respect to
the remaining parameters�

The estimate of the object texture is obtained in closed form� To estimate the
background texture and the moving object template� we develop a fast two�step
iterative algorithm� The �rst step estimates the background for a �xed template
� the solution is obtained in closed form� The second step estimates the template
for a �xed background � the solution is given by a simple binary test evaluated
at each pixel� The algorithm converges in a few iterations� typically three to �ve
iterations�

Our approach is related to the approach of references ��� �	� however� we
model explicitly the oclusion of the background by the moving object and we
use all the frames available rather than just a single frame to estimate the moving
object template� Even when the moving object has a color very similar to the
color of the background� our algorithm has the ability to resolve accurately the
moving object from the background� because it integrates over time those small
di�erences�

��� Paper Organization

In section �� we state the segmentation problem� We de�ne the notation� develop
the observation model� and formulate the ML estimation� In section �� we detail
the two�step iterative method that minimizes the ML cost function� In section ��
we describe two experiments that demonstrate the performance of our algorithm�
Section � concludes the paper�

For the details not included in this paper� see reference ��	� A preliminary
version of this work was presented in reference ��	�

� Problem Formulation

We discuss motion segmentation in the context of Generative Video 
GV�� see
references ������	� GV is a framework for the analysis and synthesis of video
sequences� In GV the operational units are not the individual images in the
original sequence� as in standard methods� but rather the world images and
the ancillary data� The world images encode the non�redundant information
about the video sequence� They are augmented views of the world � background



world image � and complete views of moving objects � �gure world images� The
ancillary data registers the world images� strati�es them at each time instant�
and positions the camera with respect to the layering of world images� The world
images and the ancillary data are the GV representation� the information that
is needed to regenerate the original video sequence� We formulate the moving
object segmentation task as the problem of generating the world images and
ancillary data for the GV representation of a video clip�

��� Notation

An image is a real function de�ned on a subset of the real plane� The image
space is a set fI � D � Rg� where I is an image� D is the domain of the image�
and R is the range of the image� The domain D is a compact subset of the real
plane R� � and the range R is a subset of the real line R� Examples of images are
the frame f in the video sequence� denoted by If � the background world image�
denoted by B� the moving object world image� denoted by O� and the moving
object template� denoted by T� The images If � B� and O have range R � R�
They code intensity gray levels�� The template of the moving object is a binary
image� i�e�� an image with range R � f�� �g� de�ning the region occupied by the
moving object� The domain of the images If and T is a rectangle corresponding
to the support of the frames� The domain of the background world image B is a
subset D of the plane whose shape and size depends on the camera motion� i�e��
D is the region of the background observed in the entire sequence� The domain D
of the moving object world image is the subset of R� where the template T takes
the value �� i�e�� D � f
x� y� � T
x� y� � �g�

In our implementation� the domain of each image is rectangular shaped with
size �tting the needs of the corresponding image� Although we use a continuous
spatial dependence for commodity� in practice the domains are discretized and
the images are stored as matrices� We index the entries of each of these matrices
by the pixels 
x� y� of each image and refer to the value of image I at pixel 
x� y�
as I
x� y�� Throughout the text� we refer to the image product of two images A
and B� i�e�� the image whose value at pixel 
x� y� equals A
x� y�B
x� y�� as the
image AB� Note that this product corresponds to the Hadamard product� or
elementwise product� of the matrices representing images A and B� not their
matrix product�

We consider two�dimensional 
�D� parallel motions� i�e�� all motions 
trans�
lations and rotations� are parallel to the camera plane� We represent this kind of

� The intensity values of the images in the video sequence are positive� In our exper�
iments� these values are coded by a binary word of eight bits� Thus� the intensity
values of a gray level image are in the set of integers in the interval ��� �		
� For
simplicity� we do not take into account the discretization and the saturations� i�e��
we consider the intensity values to be real numbers and the gray level images to
have range R � R� The analysis in the thesis is easily extended to color images�
A color is represented by specifying three intensities� either of the perceptual at�
tributes brightness� hue� and saturation� or of the primary colors red� green� and blue�
see reference �
�
� The range of a color image is then R � R

� �



motions by specifying time varying position vectors� These vectors code rotation�
translation pairs that take values in the group of rigid transformations of the
plane� the special Euclidean group SE
��� The image obtained by applying the
rigid motion coded by the vector p to the image I is denoted byM
p�I� The im�
ageM
p�I is also usually called the registration of the image I according to the
position vector p� The entity represented byM
p� is seen as a motion operator�
In practice� the 
x� y� entry of the matrix representing the imageM
p�I is given
byM
p�I
x� y� � I
fx
p�x� y�� fy
p�x� y�� where fx
p�x� y� and fy
p�x� y� rep�
resent the coordinate transformation imposed by the �D rigid motion� We use
bilinear interpolation to compute the intensity values at points that fall in be�
tween the stored samples of an image�

The motion operators can be composed� The registration of the imageM
p�I
according to the position vector q is denoted byM
qp�I� By doing this we are
using the notation qp for the composition of the two elements of SE
��� q and p�
We denote the inverse of p by p�� i�e�� the vector p� is such that when composed
with p we obtain the identity element of SE
��� Thus� the registration of the
imageM
p�I according to the position vector p� obtains the original image I�
so we have M
p�p�I � M
pp��I � I� Note that� in general� the elements
of SE
�� do not commute� i�e�� we have qp �� pq� and M
qp�I �� M
pq�I�
Only in special cases is the composition of the motion operators not a�ected
by the order of application� as for example when the motions p and q are pure
translations or pure rotations�

The notation for the position vectors involved in the segmentation problem is
as follows� The vector pf represents the position of the background world image
relative to the camera in frame f � The vector qf represents the position of the
moving object relative to the camera in frame f �

��� Observation Model

The observation model considers a scene with a moving object in front of a
moving camera with two�dimensional 
�D� parallel motions� The pixel 
x� y� of
the image If belongs either to the background world image B or to the object
world image O� The intensity If 
x� y� of the pixel 
x� y� is modeled as

If 
x� y� �M
p�f �B
x� y�
h
��M
q�f �T
x� y�

i
�M
q�f �O
x� y�M
q�f �T
x� y� �Wf 
x� y�� 
��

In equation 
��� T is the moving object template� pf and qf are the camera
pose and the object position� andWf stands for the observation noise� assumed
Gaussian� zero mean� and white�

Equation 
�� states that the intensity of the pixel 
x� y� on frame f � If 
x� y��
is a noisy version of the true value of the intensity level of the pixel 
x� y�� If the
pixel 
x� y� of the current image belongs to the template of the object� T� after
the template is compensated by the object position� i�e�� registered according to
the vector q�f � then M
q�f �T
x� y� � �� In this case� the �rst term of the right



hand side of 
�� is zero� while the second term equalsM
q�f �O
x� y�� the inten�
sity of the pixel 
x� y� of the moving object� In other words� the intensity If 
x� y�

equals the object intensityM
q�f �O
x� y� corrupted by the noise Wf 
x� y�� On
the other hand� if the pixel 
x� y� does not belong to the template of the object�

M
q�f �T
x� y� � �� and this pixel belongs to the background world image B�

registered according to the inverse p�f of the camera position� In this case� the in�

tensity If 
x� y� is a noisy version of the background intensityM
p�f �B
x� y�� We
want to emphasize that rather than modeling simply the two di�erent motions�
as usually done when processing only two consecutive frames� expression 
��
models the oclusion of the background by the moving object explicitly�

Expression 
�� is rewritten in compact form as

If �
n
M
p�f �B

h
��M
q�f �T

i
�M
q�f �OM
q�f �T�Wf

o
H� 
��

where we assume that If 
x� y� � � for 
x� y� outside the region observed by the
camera� This is taken care of in equation 
�� by the binary image H whose 
x� y�
entry is such that H
x� y� � � if pixel 
x� y� is in the observed images If
or H
x� y� � � if otherwise� The image � is constant with value ��

��� Maximum Likelihood Estimation

Given F frames fIf � � � f � Fg� we want to estimate the background world
image B� the object world image O� the object template T� the camera poses
fpf � � � f � Fg� and the object positions fqf � � � f � Fg� The quantities
fB�O�T� fpfg � fqfgg de�ne the GV representation� the information that is
needed to regenerate the original video sequence�

Using the observation model of expression 
�� and the Gaussian white noise
assumption� ML estimation leads to the minimization over all GV parameters
of the functional�

C� �

Z Z FX
f��

n
If 
x� y��M
p�f �B
x� y�

h
��M
q�f �T
x� y�

i
�M
q�f �O
x� y�M
q�f �T
x� y�

o�
H
x� y� dx dy� 
��

where the inner sum is over the full set of F frames and the outer integral is
over all pixels�

The estimation of the parameters of expression 
�� using the F frames rather
than a single pair of images is a distinguishing feature of our work� Other tech�
niques usually process only two or three consecutive frames� We use all frames
available as needed� The estimation of the parameters through the minimization

� We use a continuous spatial dependence for commodity� The variables x and y are
continuous while f is discrete� In practice� the integral is approximated by the sum
over all the pixels�



of a cost function that involves directly the image intensity values is another
distinguishing feature of our approach� Other methods try to make some type
of post�processing over incomplete template estimates� We process directly the
image intensity values� through ML estimation�

The minimization of the functional C� in equation 
�� with respect to the set
of GV constructs fB�O�Tg and to the motions ffpfg � fqfg � � � f � Fg is a
highly complex task� To obtain a computationally feasible algorithm� we simplify
the problem�We decouple the estimation of the motions ffpfg � fqfg � � � f � Fg
from the determination of the GV constructs fB�O�Tg� This is reasonable from
a practical point of view and is well supported by our experimental results with
real videos�

The rationale behind the simpli�cation is that the motion of the object 
and
the motion of the background� can be inferred without having the knowledge
of the exact object template� When only two or three frames are given� even
humans �nd it much easier to infer the motions present in the scene than to
recover an accurate template of the moving object� To better appreciate the
complexity of the problem� the reader can imagine an image sequence for which
there is not prior knowledge available� except that there is a background and an
ocluding object that moves di�erently from the background� Since there are no
spatial cues� consider� for example� that the background texture and the object
texture are spatial white noise random variables� In this situation� humans can
easily infer the motion of the background and the motion of the object� even
from only two consecutive frames� With respect to the template of the moving
object� we are able to infer much more accurate templates if we are given a
higher number of frames because in this case we easily capture the rigidity of
the object across time� This observation motivated our approach of decoupling
the estimation of the motions from the estimation of the remaining parameters�

We perform the estimation of the motions on a frame by frame basis by using
a known motion estimation method ��	� see reference ��	 for the details� After
estimating the motions� we introduce the motion estimates into the ML cost
function and minimize with respect to the remaining parameters� The solution
provided by our algorithm is sub�optimal� in the sense that it is an approximation
to the ML estimate of the entire set of parameters� and it can be seen as an initial
guess for the minimizer of the ML cost function given by expression 
��� Then�
we can re�ne the estimate by using a greedy approach� We must emphasize�
however� that the key problem here is to �nd the initial guess in an expedite
way� not the �nal re�nement�

� Minimization Procedure

In this section� we assume that the motions have been correctly estimated and are
known� We should note that� in reality� the motions are continuously estimated�
Assuming the motions are known� the problem becomes the minimization of the
ML cost function with respect to the remaining parameters� i�e�� with respect



to the template of the moving object� the texture of the moving object� and the
texture of the background�

��� Two�Step Iterative Algorithm

Due to the special structure of the ML cost function C�� we can express explicitly
and with no approximations involved the estimate bO of the object world image
in terms of the template T� Doing this� we are left with the minimization of C�
with respect to the template T and the background world image B� still a non�
linear minimization� We approximate this minimization by a two�step iterative
algorithm� 
i� in step one� we solve for the background B while the template T
is kept �xed� and 
ii� in step two� we solve for the template T while the back�
ground B is kept �xed� We obtain closed�form solutions for the minimizers in
each of the steps 
i� and 
ii�� The two steps are repeated iteratively� The value
of the ML cost function C� decreases along the iterative process� The algorithm
proceeds till every pixel has been assigned unambiguously to either the moving
object or to the background�

To initialize the segmentation algorithm� we need an initial estimate of the
background� A simple� often used� estimate for the background is the average
of the images in the sequence� including or not a robust statistic technique like
outlier rejection� see for example reference ��
	� The quality of this background
estimate depends on the oclusion level of the background in the images pro�
cessed� Depending on the particular characteristics of the image sequence� our
algorithm can recover successfully the template of the moving object when using
the average of the images as the initial estimate of the background� This is the
case with the image sequence we use in the experiments reported in section ��
In reference ��	� we propose a more elaborate initialization that leads to better
initial estimates of the background�

��� Estimation of the moving object world image

We express the estimate bO of the moving object world image in terms of the
object template T� By minimizing C� with respect to the intensity value O
x� y��
we obtain the average of the pixels that correspond to the point 
x� y� of the

object� The estimate bO of the moving object world image is then

bO � T
�

F

FX
f��

M
qf �If � 
��

This compact expression averages the observations I registered according to the
motion qf of the object in the region corresponding to the template T of the
moving object�

We consider now separately the two steps of the iterative algorithm described
above�



��� Step �i�� estimation of the background for �xed template

To �nd the estimate bB of the background world image� given the template T�
we register each term of the sum of the ML cost function C� in equation 
��
according to the position of the camera pf relative to the background� This is a
valid operation because C� is de�ned as a sum over all the space f
x� y�g� We get

C� �

Z Z FX
f��

n
M
pf �If �B

h
��M
pfq

�
f �T

i
�M
pfq

�
f �OM
pfq

�
f �T
x� y�

o�
M
pf �H dx dy� 
��

Minimizing the ML cost function C� given by expression 
�� with respect to the

intensity valueB
x� y�� we get the estimate bB
x� y� as the average of the observed
pixels that correspond to the pixel 
x� y� of the background� The background

world image estimate bB is then written as

bB �

PF

f��

h
��M
pfq

�
f �T

i
M
pf �IfPF

i�f

h
��M
pfq

�
f �T

i
M
pf �H

� 

�

The estimate bB of the background world image in expression 

� is
the average of the observations If registered according to the background mo�
tion pi� in the regions f
x� y�g not ocluded by the moving object� i�e�� when

M
pfq
�
f �T
x� y� � �� The term M
pf �H provides the correct averaging nor�

malization in the denominator by accounting only for the pixels seen in the
corresponding image�

If we compare the moving object world image estimate bO given by equa�
tion 
�� with the background world image estimate bB in equation 

�� we see

that bO is linear in the template T� while bB is nonlinear in T� This has implica�
tions when estimating the template T of the moving object� as we see next�

��	 Step �ii�� estimation of the template for �xed background

Let the background world image B be given and replace the object world image
estimate bO given by expression 
�� in expression 
��� The ML cost function C�
becomes linearly related to the object template T� Manipulating C� as described
next� we obtain

C� �

Z Z
T
x� y�Q
x� y� dx dy �Constant� 
��

Q
x� y� � Q�
x� y��Q�
x� y�� 
��

Q�
x� y� �
�

F

FX
f��

f��X
g��

�M
qf �If 
x� y��M
qg�Ig
x� y�	
�
� 
��



Q�
x� y� �

FX
f��

h
M
qf �If 
x� y��M
qfp

�
f �B
x� y�

i�
� 
���

We call Q the segmentation matrix�
Derivation of expressions �
� to ����

Replace the estimate bO of the moving object world image� given by expres�
sion 
��� in expression 
��� to obtain

C� �

Z Z FX
f��

n
I�M
p�f �B

h
��M
q�f �T

i

�
�

F

FX
g��

M
q�f qg�Ig M
q�f �T

��
H dx dy� 
���

Register each term of the sum according to the object position qf � This is valid
because C� is de�ned as an integral over all the space f
x� y�g� The result is

C� �

Z Z FX
f��

nh
M
qf �If �M
qfp

�
f �B

i

�

�
M
qfp

�

f �B�
�

F

FX
g��

M
qg�Ig

�
T

��
M
qf �H dx dy� 
���

In the remainder of the derivation� the spatial dependence is not important here�
and we simplify the notation by omitting 
x� y�� We rewrite the expression for C�
in compact form as

C� �

Z Z
C dx dy� C �

FX
f��

�h
If � Bf

i
�

�
Bf �

�

F

FX
g��

Ig

�
T

��
Hf � 
���

If �M
qf �If 
x� y�� Bf �M
qfp
�
f �B
x� y�� Hf �M
qf �H
x� y�� 
���

We need in the sequel the following equalities�
FX

g��

Ig

��
�

FX
f��

FX
g��

IfIg and

FX
f��

f��X
g��

�
I�i � I

�
g

�
� 
F � ��

FX
g��

I�g � 
���

Manipulating C under the assumption that the moving object is completely
visible in the F images 
THf � T��f �� and using the left equality in 
����
we obtain

C � T

���
FX

f��

�
�IfBf �B

�
f

�
�

�

F

�
FX

g��

Ig

��	
��

FX
f��

h
If � Bf

i�
Hf � 
�
�



The second term of C in expression 
�
� is independent of the template T� To
show that the sum that multiplies T is the segmentation matrix Q as de�ned
by expressions 
��� 
��� and 
���� write Q using the notation introduced in 
����

Q �
�

F

FX
f��

f��X
g��

�
I�f � I

�
g � �IfIg

�
�

FX
f��

�
I�f � B

�
f � �IfBf

�
� 
���

Manipulating this equation� using the two equalities in 
���� we obtain

Q �

FX
f��

�
�IfBf �B

�
f

�
�

�

F

�
 FX
g��

I�g � �

FX
f��

f��X
g��

IfIg

�� � 
���

The following equality concludes the derivation��
FX
g��

Ig

��
�

FX
g��

I�g � �

FX
f��

f��X
g��

IfIg � 
���

We estimate the template T by minimizing the ML cost function given by
expression 
�� over the template T� given the background world image B� It is
clear from expression 
��� that the minimization of C� with respect to each spatial
location of T is independent from the minimization over the other locations� The
template bT that minimizes the ML cost function C� is given by the following
test evaluated at each pixel�

Q�
x� y�

bT�x� y� � �
�
�

bT�x� y� � 


Q�
x� y�� 
���

The estimate bT of the template of the moving object in equation 
��� is obtained
by checking which of two accumulated square di�erences is greater� In the spa�
tial locations where the accumulated di�erences between each frame M
qf �If
and the background M
qgp

�
g �B are greater than the accumulated di�erences

between each pair of co�registered frames M
qf �If and M
qg�Ig � we estimatebT
x� y� � �� meaning that these pixels belong to the moving object� If not� the
pixel is assigned to the background�

The reason why we did not replace the background world image estimate bB
given by 

� in 
�� as we did with the object world image estimate bO is that
it leads to an expression for C� in which the minimization with respect to each
di�erent spatial location T
x� y� is not independent from the other locations�
Solving this binary minimization problem by a conventional method is extremely
time consuming� In contrast� the minimization of C� over T for �xed B results
in a local binary test� This makes our solution computationally very simple�

It may happen that� after processing the F available frames� the test 
���
remains inconclusive at a given pixel 
x� y� 
Q�
x� y� � Q�
x� y��� in other words�



it is not possible to decide if this pixel belongs to the moving object or to the
background� We modify our algorithm to address this ambiguity by de�ning the
modi�ed cost function

C�MOD � C� � �Area
T� � C� � �

Z Z
T
x� y� dx dy� 
���

where C� is as in equation 
��� � is non�negative� and Area
T� is the area of the
template� Minimizing C�MOD balances the agreement between the observations
and the model 
term C��� with minimizing the area of the template� Carrying
out the minimization� �rst note that the second term in expression 
��� does

not depend on O� neither on B� so we get bOMOD � bO and bBMOD � bB� By
replacing bO in C�MOD� we get a modi�ed version of equation 
���

C�MOD �

Z Z
T
x� y� �Q
x� y� � �	 dx dy �Constant� 
���

where Q is de�ned in equations 
��� 
��� and 
���� The template estimate is now
given by the following test� that extends test 
����

Q
x� y�

bT�x� y� � �
�
�

bT�x� y� � 


� � � 
���

The parameter � may be chosen by experimentation� by using the Minimum

Description Length 
MDL� principle� see reference ��	� or made adaptive by a
annealing schedule like in stochastic relaxation�

� Experiments

We describe two experiments� The �rst one uses a challenging computer gen�
erated image sequence to illustrate the convergence of the two�step iterative
algorithm and its capability to segment complex shaped moving objects� The
second experiment segments a real life tra�c video clip�

	�� Synthetic Image Sequence

We synthesized an image sequence according to the model described in section ��
Figure � shows the world images used� The left frame� from a real video� is
the background world image� The moving object template is the logo of the
Instituto Superior T�ecnico 
IST� which is transparent between the letters� Its
world image� shown in the right frame� is obtained by clipping with the IST
logo a portion of one of the frames in the sequence� The task of reconstructing
the object template is particularly challenging with this video sequence due to
the low contrast between the object and the background and the complexity of
the template� We synthesized a sequence of �� images where the background is
static and the IST logo moves arround�



Fig� �� GV constructs� background and moving object�

Figure � shows three frames of the sequence obtained according to the image
formation model introduced in section �� expression 
��� with noise variance
�� � � 
the intensity values are in the interval ��� ���	�� The object moves from
the center 
left frame� down by translational and rotational motion� It is di�cult
to recognize the logo in the right frame because its texture is confused with the
texture of the background�

Fig� �� Three frames of the synthesized image sequence�

Figure � illustrates the four iterations it took for the two�step estimation
method of our algorithm to converge� The template estimate is initialized to zero

top left frame�� Each background estimate in the right hand side was obtained
using the template estimate on the left of it� Each template estimate was obtained
using the previous background estimate� The arrows in Figure � indicate the �ow
of the algorithm� The good template estimate obtained� see bottom left image�
illustrates that our algorithm can estimate complex templates in low contrast
background�

Note that this type of complex templates 
objects with transparent regions�
is much easier to describe by using a binary matrix than by using contour based
descriptions� like splines� Fourier descriptors� or snakes� Our algorithm over�
comes the di�culty arising from the higher number of degrees of freedom of the
binary template by integrating over time the small intensity di�erences between
the background and the object� The two�step iterative algorithm performs this
integrations in an expedite way�
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Fig� �� Two�step iterative method� template estimates and background estimates�

	�� Road Tra�c

In this experiment we use a road tra�c video clip� The road tra�c video sequence
has ��� frames� Figure � shows frames ��� �

� and ���� The example given in
section � to motivate the study of the segmentation of low textured scenes� see
Figure �� also uses frames �
 and �� from the road tra�c video clip�

In this video sequence� the camera exhibits a pronounced panning motion�
while four di�erent cars enter and leave the scene� The cars and the background
have regions of low texture� The intensity of some of the cars is very similar to
the intensity of parts of the background�

Figures 
 and � show the good results obtained after segmenting the sequence
with our algorithm� Figure � displays the background world image� while Figure 

shows the world images of each of the moving cars� The estimates of the templates



Fig� �� Tra�c road video sequence� Frames 
	� 
��� and ��	�

for the cars in Figure 
 becomes unambiguous after ��� ��� and �� frames�
respectively�

Fig� �� Moving objects recovered from the tra�c road video sequence�

Fig� �� Background world image recovered from the tra�c road video sequence�

� Conclusion

We develop an algorithm for segmenting �D rigid moving objects from an image
sequence� Our method recovers the template of the �D rigid moving object by
processing directly the image intensity values� We model both the rigidity of the
moving object over a set of frames and and the oclusion of the background by
the moving object�



We motivate our algorithm by looking for a feasible approximation to the ML
estimation of the unknowns involved in the segmentation problem� Our method�
ology introduces the �D motion estimates into the ML cost function and uses
a two�step iterative algorithm to approximate the minimization of the resultant
cost function� The solutions for both steps result computationally very simple�
The two�step algorithm is computationally e�cient because the convergence is
achieved in a small number of iterations 
typically three to �ve iterations��

Our experiments show that the algorithm proposed can estimate complex
templates in low contrast scenes�
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