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ABSTRACT

This study compares a stack machine, the Harris RTX 2000, a RISC machine, the Sun 4/SPARC,
and a CISC machine, the Sun3/M68020 for real-time applications. An attempt is made to
compare the generic features of each machine which are characteristic of their architectural
classes as opposed to being characteristic of the individual machine only. Performance is
compared based on execution of the Stanford Integer Benchmark series and on interrupt
response characteristics. A simple Real-Time Performance BenchMark which integrates raw
compute power and interrupt response is proposed, then used to estimate the real-time
performance of the machines. It is shown that the RTX 2000 outperforms the others for
applications which have a very large number of interrupts per second, confirming that stack
architectures should perform well in real-time applications such as high-speed computer
communication systems. For less interrupt intensive applications, the Sun 4 SPARC performs
better.

Introduction

Microprocessors can be used to control real-time systems, and normally that means that
meeting time constraints is the most important computer system characteristic. Both raw
compute power and interrupt processing delays are important when attempting to meet real-
time system response requirements. First, a brief summary of execution time comparisons for
the Harris RTX 2000 (16) versus the Sun 4 SFARC (17,18) and the Sun 3 M68020 (19)
machines is presented. Then the interrupt handling mechanisms of the three machines are
discussed. Next, interrupt response time measurement procedures are explained. Interrupt
response time results are given. The proposed Real-Time Performance BenchMark (RTPBM) is
presented, custcmized for purely interrupt driven processes, then used to predict real-time
performance of the computer systems being evaluated. Conclusions are drawn which appear to
have general applicability for the classes of computers known as CISC, RISC, and Stack
Machines.

The literature has reports which criticize stack architectures as general purpose machines
(1,2,3) and which support stack architectures (4,5,6,7,8). The conclusions drawn below
which are favorable to stack machines apply primarily to an important class of real-time
applications.

Summary ct Execution Time Comparisons for Harris RTX 2000, Sun 4 SPARC,
and Sun 3 M68020

As a precursor 1o this evaluation, the Stanford Integer Benchmark series (10) was executed on
the three machines listed in the title of this section with the Harris RTX 2000 being evaluated
in three different configurations(9). The C compiler for that machine was still under
development at the time of the testing, and some inefficiencies were identified in in critical
parts of the code such as in the implementation of conditional loops. Specifically, the loop index
was saved to memory repeatedly instead of being kept on the stack in the CPU. Consequently, the



RTX was tested with its original pre-release
compiler, then later tested with its improved
compiler. The RTX was designed primarily to execute
the Forth programming language. Although this
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language has excellent primitives for implementing RTX ImprCmp: 10 MHz

other languages, it is not optimal for C. Some B RTXOriginal: 10 MHz

instruction set changes were proposed by the RTX l 34

design team and their effects were simulated in order ’

to better evaluate the potential of stack architectures 1 Geometric Means:
as opposed to evaluation of this particular stack 1.61 Stanford Integer
architecture. The only proposed change of significant 1.85 Benchmarks
consequence was an increment/decrement by N 293

operation for the register used as the C frame pointer.
Resulls were projected for the improved instruction
set machine with the assumption that the improved
compiler was also available. This case was included
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because it better represents the potential of stack 0 1 2 3 4
computer architectures.
The most relevant results from this study for the Fig 1. Exec Time Ratio

purposes of evaluating the real-time processing

capabilities of these machines are presented in Figure 1 which shows the execution time of each
machine averaged over the six benchmark series. It should be noted that the RTX 2000, a 16-
bit machine, operated with a 10 MHz clock, whereas the Sun 4 SPARC had a 14.28 MHz clock,
and the Sun 3 M68020 had a 16.67 MHz clock. The latter two machines are 32 bit computers.

The difference in clock speeds between the processors is primarily due to the fact that the fact
that the RTX 2000 is fabricated with slower technology, 2.0 micron CMOS standard cell design,
than the other microprocessors, and therefore is at a disadvantage for these comparisons. An
even more accurate comparison of the three architectures is probably given by the clock cycle
count which was obtained in the earlier study. The RTX 2000 was found to execute the average
benchmark in 113% as many clock cycles as were required for the Sund SPARC, and the Sun3
M68020 required 397% as many clock cycles as did the Sun 4 SPARC. This indicates that the
SPARC and RTX architectures would be are quite close in execution time if implemented in equal
technololgies.

Interrupt Handling Mechanism

rris RTX In li :
The RTX 2000 has fourteen levels of interrupts. The highest priority ‘0’ is assigned to a non-
maskable interrupt. Three of the interrupt lines are signals from on-chip counters. The five
external interrupt inputs have priority 1, 6, and 10-12. Other interrupts are stack overflow
and underflow signals for each stack and a software interrupt. Figure 2 illustrates the response
of the RTX to an interrupt, and the details of the response sequence are described below.
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Interrupt Signai

rd ~

Prioritize interrupts
if there are more than one

Program Counter and Page
Register are pushed onto
Generate vector to handler the Return Stack

of highest priority Signal AN Disable Interrupts

\ Read vector from interrupt
controller; Store in Program
Counter

Interrupt Controller

Interrupt Acknowledge Cycle

An interrupt controller samples the

interrupt lines during each instruction, v

prioritizes any request, generates a

vector to the highest priority interrupt Process Interrupt Handler

handler, and signals the processor when |

requests are present. Upon receiving }

the interrupt signal, the RTX enters an

interrupt acknowledge cycle (INTA).

During this cycle, tt?e pnyografn counter pop Program Co_unter and

and code page register are pushed onto Code Page Register

the return stack; interrupts are

disabled; the vector to the handler is Enable Interrupts

read from the controller, and the .

program counter assigned to this value. Return t.O pre-interrupt
processing

The software interrupt, having the .
lowest priority of the fifteen interrupts, Interrupt Return Processing

is level triggered. Its low priority

means that it may not be serviced for

two instructions following the ) )

interrupt instruction. 1t is also Figure 2. RTX Interrupt Handling Response
necessary to clear the interrupt

signal in the handler before exiting.

Returning from an interrupt is the same as returning from a procedure call, except that the

interrupts must be enabled. This is done by recognizing that the least significant bit of the
return address has been set to a 1 during the INTA cycle.
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Sun 4 SPARC:

The SPARC has three types of interrupts, which are referred to as traps. Synchronous and
floating point traps are a result of the execution of an instruction. These are assigned the
highest priority, priority 1-12. The synchronous traps are usually taken before the next
instruction. Asynchronous traps are in response to an external signal. They have priority 13-
27. All but the highest priority external interrupt may be masked. In response to any trap, the
following set of operations, Figure 3, must occur:

disable interrupts (bit ET = 0),

save supervisor's mode bit and then set the bit to 1,

decrement the register window pointer; a window overflow exception occurs if all
windows are active,

save program counter(PC) and address to the next instruction (nPC) in the new window,
based on the type of trap, set trap buffer register (TBR),

save the content of all active global registers, and

set PC to the value of TBR and nPC to TBR+4.

W N -

N O

When returning from the trap handler, the current window pointer must be incremented
modulo the number of windows, This will trigger a window underflow trap if the new window
has been assigned to another process since the interrupt occurred. Also, any global registers
which were saved before the context switch must be restored.

The software trap instruction, ticc, traps based on the condition specified in ‘icc’. The ticc trap

has the lowest priority of the synchronous traps, its priority being just above that of the
external interrupts.

Sun_3 M68020:
The Sun 3 M68020 has eight external interrupt levels. Except for the reset, the external
interrupts all have a lower priority than all synchronous traps except the software interrupt

instruction (trap). There are four steps in processing an exception on the M68020. Figure 4
illustrates the process.

1. Copy the status register, set the supervisor bit, inhibit the tracing of the handler, and
update the interrupt priority mask.

2. Determine the vector number of the exception and perform an INT_ACK cycle.

3. Save the current process context in an exception stack frame, created on the supervisor
stack.

4. Execute the handler by determining the exception vector offset (vector number x 4) and

adding it to the vector base register. The program counter is assigned this address and
the first three words are prefetched, filling the instruction pipeline.

Interrupt Response Time Measurement

On each of the three systems, a program was executed which was used to measure the time it
took the system to respond to an interrupt. Attaching a device to the SPARC to generate external
interrupts was not possible, since the machines were housed in a heavily used lab. The
alternative was to generate a synchronous interrupt. The first attempt was to generate an
instruction exception.
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Clock Cycles per Interrupt

Copy status register; Disable Interrupts
Set supervisor bit,

Inhibit tracing of handling;
Update interrupt priority mask.

Save current status bit;
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Switch register window
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Get vector numb Xceprion Save PC and nPC in new window

Save current process context

, ‘ , Select highest priority interrupt
(includes saving register values)

Set field within TBR to complete
vector to interrupt handler

Calculate vector address;
Jump to interrupt handler.

- . MO ) Save any active global registers
Fill instruction pipeline with

first three instructions PC =TBR, nPC = TBR + 4.
Process Interrupt handler Process interrupt handler
Restore old process context Switch back to window which
(includes restoring registers) was active before interrupt
Restore status register and Get old value of PC and nPC
supervisor bit from registers
Return to processing pre-interrupt Restore any global registers
code saved before the interrupt
Enable interrupts
Fig 3 Sun 3 M68020 Interrupt Processing | Restore supervisor bit state
Return to processing
1150-1600 pre-interrupt code
Fig 4. Sun 4 SPARC Interrupt Processing
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Best Case
1200
Figure S. Clock Cycles for
200-400 | Interrupt Response:
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e
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The divide by zero exception was initially tried. After adding statements to prevent the
compilers from moving a constant expression outside the loop, results were obtained on the Sun
4 SPARC and the Sun 3 M68020. However, the Harris RTX 2000 does not have a divide by zero
exception. It assigns zero to any such expression. Therefore to be consistent, the software
interrupt instruction of each processor was used. This had two advantages. First, it was not
known how long into the execution of the divide instruction the zero divide is recognized on the
M68020 and SPARC. Second, except for the RTX, the priority of the software interrupt is
either immediately before or immediately after the priorities of the external interrupts.

The program used consisted of a loop of 50,000 iterations, with the interrupt instruction
embedded in the loop. In addition, other statements were placed on each side of the interrupt
statement. This was done to determine if the type of activity which was occurring before and
after the interrupt occurred affected the results of the measurements. Specifically, the effect
on the RISC pipeline was a concern. The interrupt handler consisted of a loop of 101 iterations,
taking the summation of all loop counter values. This provided a handler of measurable
execution time.

The program was executed twice on each machine, with two types of instructions surrounding
the interrupt in the loop of the monitor on each machine. One execution had instructions in the
monitor which performed arithmetic operations, optimized for register usage on the two SUN
systems. The other execution performed a sequence of memory loads and stores. The type of
program executed did not affect the time required to perform a context switch on the SPARC for
the programs used for this test. In general, on RISC machines, both window effects and pipeline
effects affect interrupt response. Specifically, register overflow and underflow (11) can
result in substantial interrupt penalties if subroutine calls and ISR calls are nested to
sufficient depth to necessitate storing or restoring complete register windows of perhaps
sixteen registers in response to a new subroutine call or interrupt. Also, on RISC machine
additional overhead or invalidation of some completed work may be required in order to achieve
precise interrupts(12). Applications which are significantly affected by these RISC
complications will suffer reduced performance as compared to these results, and they will have
less predictable interrupt response times.

Interrupt Response Time Results

The RTX is designed to respond optimally to interrupts, and, as shown in Figure 5, incurs
almost no overhead for context switching. To switch tasks, only the program counter and code
page register must be pushed onto the return stack. Registers do not need to be saved when
processing an interrupt on the RTX, because the interrupt service routine is able to simply
push its values on top of the stack being used by the foreground task without disturbing the
interrupted computation. On RISC and CISC machines, registers must be saved and restored to
avoid corruption prior to use by interrupt service routines. Therefore, the time lost
performing the two context switches required to service an interrupt and return on the RTX is
four cycles, or 0.4 microseconds. The SPARC and M68020 have a much slower response. The
SPARC context switching cost for each interrupt is 200-400 clock cycles, or 14 microseconds
in the best case. The M68020 costs 1150-1600 clock cycles, or 81 microseconds in the best
case. This high cost is due in part to the system configuration. The efficiency of SPARC could be
improved by configuring the registers into different window sizes. This would reduce the
frequency of window overflow/underflow but it would mean fewer registers per window. This
would increase the efficiency of the system unless the reduced number of registers results in
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