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1	Introduction


This document describes the “test model near-term” (TMN) for ITU-T Recommendation H.263, Version 2� REF H263v2 \r \h � \* MERGEFORMAT �, the video coding standard for low bit rate communication. Herein, H.263 Version 2 is referred to by its working name of H.263+. H.263+ describes a bitstream syntax and a method for decoding this bitstream so that video terminals from different manufacturers may inter-operate. As such, the design of an encoder is up to the manufacturer. Through the development of the Recommendation, however, preferred encoding methods emerged that produced optimal results in terms of video quality and compression efficiency at complexity levels suitable for operation on current general and special purpose processors. These methods are not discussed in Recommendation H.263 Version 2 since they are beyond the normative scope of the text. To ensure that all manufacturers attain minimum performance levels in their implementation of H.263+, this information is presented in this document. Moreover, the level of performance obtainable by these methods serves as a point of comparison for research and development of future video compression standards. For this purpose a set of simulation conditions [Ed. Note: need reference] have been defined, which must be adhered to for anyone intending to present new standards proposals to the ITU Advanced Video standardisation effort.





[Ed. Note: A brief history on the development of H.263+ here. Talk about version 1 as well as version 2. Discuss its role in H.324, etc.]





The coding method employed in H.263+ is a hybrid DPCM/transform algorithm, DCT, motion estimation and compensation, run-length coding, VLC and FLC coding.





[Ed. Note: this needs to be updated. Add other annexes, post-filter, etc.] There are numerous modes of operation permitted by an H.263+ compliant encoder as defined by annexes in the Recommendation. For this test model, the following annexes are employed: Advanced Prediction (Annex D), Unrestricted Motion Vectors (Annex F), Advanced Intra Coding with Alternate VLC (Annex I), Deblocking Filter (Annex J) Improved PB Frames (Annex M), Temporal, SNR and Spatial Scalability (Annex O), Alternate INTER VLC (Annex S),  and Modified Quantization Mode (Annex T).


2	Overview


In this section, we review the components of H.263+, beginning with the baseline algorithm. We then review each of the annexes categorised by function.


2.1	Baseline Algorithm


This section describes the basic components of H.263+ without considering any annexes for the moment. This is commonly referred to as baseline H.263+.





[Ed. Note: A diagram and descriptions of the following components will be given:]


Motion estimation


Motion-compensated frame differencing


INTRA/INTER/INTER4V mode decision


DCT


Quantization, Rate Control


ZZ-scan, RLE


VLC





[Ed. Note: Add description of annexes and PLUSPTYPE fields.]





[Ed. Note: Description of the low, nominal and high complexity modes of the test model to be described here.]


2.2	Compression Efficiency Annexes


This section describes the use of the annexes that contribute to compression efficiency, and how they are applied. [Ed. Note: add references describing the performance improvements for each of the annexes]


1)	Annex D Unrestricted Motion Vector Mode


a)	Motion vectors over picture boundaries


b)	Extension of motion vector range: original and enhanced


2)	Annex E Syntax-based arithmetic coding mode


3)	Annex F Advanced Prediction mode


a)	Four motion vectors per macroblock


b)	Overlapped motion compensation for luminance


4)	Annex G PB frames mode, Annex M Improved PB-frames mode


5)	Annex I Advanced INTRA Coding mode


6)	Annex J Deblocking Filter mode


7)	Annex P Reference Picture Resampling


8)	Annex Q Reduced-Resolution Update Mode


9)	Annex S Alternate INTER VLC mode


10)	Annex T Modified Quantization mode


a)	Modified DQUANT update


b)	Altered quantization step size for chrominance coefficients


c)	Modified coefficient range





2.3	Error Resiliency Annexes


This section describes the annexes that contribute to error resiliency, and how they are applied. [Ed. Note: More info to be added.]


1)	Annex K Slice Structured Mode


2)	Annex N Reference Picture Selection Mode


3)	Annex R Independent Segment Decoding Mode


4)	Appendix I Error Tracking


2.4	Bitstream Scalability


This section describes the bitstream scalability features, and how they are employed. [Ed. Note: More info to be added.]


Annex O Temporal, SNR, and Spatial Scalability mode


2.5	Summary of Coding Decisions


[Ed. Note: More info to be added.]





16x16 motion vector selection


8x8 motion vector selection, 1 MV/4 MV decision


Not coded block decision


INTRA/INTER MB decision


QP selection, center-clipping thresholds


Advanced INTRA Coding Prediction Direction


B frame FW/BW/BI/Direct mode decision, motion vector selection.


EP frame FW/UW/BI/Direct mode decision, motion vector selection


Pre-processing, post-processing.


3	Motion Estimation and Mode Selection


In H.263+, motion vectors may be represented with half pixel accuracy with a range that depends on which modes are employed. An encoder also decides whether to reference 16x16 or 8x8 pixel blocks. The decision on whether to encode a macroblock as INTRA versus INTER is also made during motion estimation in this test model.





An encoder may select one of several possible search ranges, depending on which features of H.263+ are used. Let (mvx, mvy) represent the horizontal and vertical components of a motion vector. We use the term mv to represent both mvx and mvy.


1)	�EMBED Equation.3��� is the range of the motion vectors when Annex D Unrestricted Motion Vector Mode is not used. The motion vectors are further limited to not reference any pixels outside the picture area.


2)	�EMBED Equation.3���, with the restrictions indicated below, when Annex D is employed but the PLUSPTYPE field is not used. Furthermore, when PLUSPTYPE is not used, the motion vectors may reference a block that requires extrapolation of up to 31.5 pixels outside the picture area when Annex D is used, and up to 16 pixels outside the picture area when Annex F Advanced Prediction is used and Annex D is not.


a)	if the motion vector predictor is in the range [-15.5, 16], then �EMBED Equation.3���,


b)	if the motion vector predictor is outside the range [-15.5, 16], then �EMBED Equation.3���, where mv has the same sign as the motion vector predictor.


3)	Motion vectors may have the range represented in Tables D.1/H.263 and D.2/H.263 of � REF H263v2 \r � if the PLUSPTYPE field is used, Annex D is used, and the UUI field of the bitstream is ‘1’. Moreover, the motion vector may reference a block that requires extrapolation of up to 15 pixels outside the picture area.


4)	Motion vectors may reference any location in the picture if the PLUSPTYPE field is used, Annex D is used, and the UUI field in the bitstream is ‘01’. As above, the motion vectors may reference a block that requires extrapolation up to 15 pixels outside the picture area.





By default a motion vector refers to a 16x16 pixel macroblock. Alternatively, four motion vectors referring to 8x8 pixel blocks can be used by indicating either Annex F or Annex J Deblocking Filter Mode.





In addition, Annex F invokes Overlapped Block Motion Compensation (OBMC). This feature is ignored during motion estimation resulting in some inaccuracy since the compensation function does not match the estimation function. The effect of OBMC is to reduce blocking artifacts. Annex J Deblocking Filter Mode may be used in conjunction with or instead of Annex F to reduce blocking artifacts.





The test model has two different methods for determining motion vectors and macroblock coding modes: a low complexity mode using a fast block matching algorithm, and a high-complexity/high-performance mode using a rate-distortion optimization algorithm.


3.1	Low Complexity Mode


The low complexity motion estimation mode of the test model performs a fast block match search on the luminance macroblocks.


�EMBED Word.Picture.8���


Figure � SEQ Figure \* ARABIC �1� Block Diagram of the low complexity motion estimation mode.








3.1.1	Motion estimation in baseline mode (no options)


3.1.1.1	Integer pixel motion estimation


The search is made with integer pixel displacement in the Y component.  The comparisons are made between the incoming macroblock and the displaced macroblock in the previous reconstructed  picture.  A full search is used, and the search area is up to ±15 pixels in horizontal and vertical direction around the original macro block position.





�





For the zero vector,  SAD(0,0) is reduced by 100 to favour the zero vector when there is no significant difference.





�





The (x,y) pair resulting in the lowest SAD is chosen as the integer pixel motion vector, MV0.  The corresponding SAD is SAD(x,y).





3.1.1.2	Integer Pixel Fast Search Motion Estimation





An efficient alternative to the full search can be implemented as described in this section. 





The search center is the median predicted motion vector as defined in 6.1.1 and F.2 of the Recommendation. The (0,0) vector, if different than the predicted motion vector, is also searched and favored, as described in section � REF _Ref417974366 \r �3.1.1.1	Integer pixel motion estimation� of this document.





The algorithm proceeds by sequentially searching diamond-shaped layers, each of which contains the four immediate neighbors of the current search center. Layer i+1 is then centered at the point of minimum SAD of layer i. Thus successive layers have different centers and contain at most three untested candidate motion vectors, except for the first layer around the predicted motion vector, which contains four untested candidate motion vectors.





The search is stopped only after (1) all candidate motion vectors in the current layer have been considered and the minimum SAD value of the current layer is larger than that of the previous layer or (2) after the search reaches the boundary of the allowable search region and attempts to go beyond this boundary.





3.1.1.3	INTRA/INTER mode decision 


After the integer pixel motion estimation the coder makes a decision on whether to use INTRA or INTER prediction in the coding.  The following parameters are calculated to make the INTRA/INTER decision:





�





�





INTRA mode is chosen if:   �





Notice that if SAD(0,0) is used, this is the value that is already reduced by 100 above.


If INTRA mode is chosen, no further operations are necessary for the motion search. If INTER mode is chosen the motion search continues with half-pixel search around the MV0 position.


3.1.1.4	Half-pixel search


The half-pixel search is done using the previous reconstructed frame. The search is performed on the Y-component of the macro block, and the search area is ±1 half-pixel around the 16x16 target matrix pointed to by MV0. For the zero vector (0,0), SAD(0,0) is reduced by 100 as for the integer search.





The half pixel values are calculated as described in ITU-T Recommendation H.263, Section 6.1.2.





The vector resulting in the best match during the half-pixel search is named MV. MV consists of horizontal and vertical components (MVx, MVy), both measured in half pixel units.


3.1.2	Motion estimation in advanced prediction (AP) mode


This section applies only if advanced prediction mode is selected.


3.1.2.1	Integer pixel motion estimation


No integer pixel search is performed for the 8x8 motion vectors. The 8x8 motion vectors are assigned the same value as the 16x16 integer motion vector.


3.1.2.2	Half-pixel search


The half-pixel search is performed for each of the blocks around the 8x8 integer vector.


3.1.2.3	One vs. Four MV Decision in AP


This section applies only if advanced prediction mode is selected.





SAD for the best half pixel 16x16 vector (including subtraction of 100 if the vector is (0,0)):


�





SAD for the whole macroblock for the best half pixel 8x8 vectors:


�





The following rule applies:


If:	�,	choose 8x8 prediction


otherwise:				choose 16x16 prediction


3.1.3	Motion estimation in the unrestricted motion vector (UMV) mode


This section applies only if the extended motion vector range in the UMV mode is selected.


3.1.3.1	Search window limitation


Since the window with legal motion vectors in this mode is centered around the motion vector predictor for the current macroblock, some restrictions on the integer motion vector search is applied, to make sure the motion vectors found will be transmittable.





With these restrictions, both the 16x16 vector and the 8x8 vectors found with the procedure described below, will be transmittable, no matter what the actual half-pixel accuracy motion vector predictor for the macroblock, or each of the four blocks, turns out to be.


3.1.3.2	Integer pixel search


First, the motion vector predictor for the 16x16 vector based on integer motion vectors only, is found. The 16x16 search is then centered around this predictor, with a somewhat limited search window. The 16x16 search window is limited to the range 15 - (2*8x8_search_window+1). Since in this model the 8x8 search window is zero, the default search window in the UMV mode turns out to be (14 integer positions. The 8x8 searches are centered around the best 16x16 vector.





3.1.3.3	Half-pixel search


Half-pixel searches are performed as in the other modes, around the best 16x16 vector or 8x8 vectors.


3.1.4	B-frame motion estimation in the improved PB-frames mode


This section applies only if the improved PB-frames mode is selected.





The candidate forward and backward motion vectors for each of the blocks in the B-macroblock is obtained by scaling the best motion vector from the P-macroblock, MV, as specified in H.263. To find the SADbidir, these vectors are used to perform a bi-directional prediction, as described in the PB-frames section in the H.263 standard, but with MVD set to zero.





Then, for the 16x16 B-macroblock, a normal integer and half-pixel motion estimation is performed, relative to the previous reconstructed P-picture. The best SADforw for this motion estimation is compared with the SADbidir for the bi-directional prediction. If (SADforw < SADbidir- 100), forward prediction is chosen for this macroblock. In this case, the forward motion vector found in the motion estimation above, is transmitted directly in MVDB, with no motion vector prediction. If the bi-directional prediction is found to be the best, no MVDB is transmitted.


3.1.5	Motion estimation in the true B-frames mode


This section applies only if a true B-frame is being encoded.





A true B-frame, either in the base layer, or in an enhancement layer, is encoded in a similar manner to a base layer P-frame, except two motion estimations are performed, one forward motion estimation relative to the previous reconstructed I/P-frame, and one backward motion estimation relative to the future reconstructed I/P-frame.





The SAD for the forward motion estimation is called SADforw, and the SAD for the backward motion estimation is SADbackw. The SAD from the bi-directional prediction using the best forward backward motion vectors found in the step above, is called SADbidir. 





Since skipped macroblocks in bi-directionally predicted frames are copied from the previous frame, forward prediction is preferred over backward prediction. Both forward and backward prediction is preferred over bi-directional prediction, since bi-directional prediction requires two motion vectors to be transmitted.





These numbers are not very well tested, but to implement the preferences in the section above, it is suggested to subtract 50 from SADforw, and add 75 to SADbidir, before comparing the three SADs. The prediction with the lowest SAD after this modification, is chosen.


3.1.6	Motion estimation in the SNR and spatial scalability mode


This section applies only if a frame in an SNR or spatial scalability enhancement layer is being encoded.





The motion estimation for frames in an enhancement layer is performed very much like for true B-frames. Motion estimation for enhancement layer P-frames, can be performed almost the same way as motion estimation for true B-frames, except the future frame is now the reconstructed, and possibly upsampled, frame from the next lower layer. The same preferences for forward and uni-directional prediction, as for true B-frames, can be used.


3.2	High Complexity Mode�


The problem of optimum bit allocation to the motion vectors and the residual coding in any hybrid video coder is a non-separable problem requiring a high amount of computation. To circumvent this joint optimization, we split the problem into two parts: motion estimation and mode decision, i.e., the motion estimation for the INTER and INTER-4V mode is conducted first, and then given these motion vectors, the overall rate-distortion costs for all considered macroblock modes are computed for the rate-constrained mode decision. The overall procedure is also described in � REF Wiegand98 \r \h ��.


3.2.1	Rate-Constrained Motion Estimation


For each block or macroblock, the “best” motion vector is found by full search on integer-pel positions followed by half-pel refinement. The integer-pel search is conducted over the range [-15…15]x[-15…15] pels around the (0,0) motion vector. Although, a larger range can be employed when Annex D (H.263+) is enabled, the benefit for video conferencing type content is rather small considering the increase in complexity.





Motion estimation is an ill-conditioned problem. The ill-conditioning results in increased variance of the estimated motion vectors causing increased bit-rate for motion information. In order to regularize the ill-conditioned estimation problem, we use a Lagrangian formulation wherein distortion is weighted against rate using a Lagrange multiplier. Lagrangian bit allocation has first been adopted for motion estimation in � REF Sullivan91 \r \h ��. Our motion search returns the motion vector that minimizes





�EMBED Equation.3���





with �EMBED Equation.3��� being the motion vector and �EMBED Equation.3��� being the prediction for the motion vector using the method described in section 6.1.1 of the H.263 Recommendation. The �EMBED Equation.3��� is computed as 





�EMBED Equation.3���





The rate term �EMBED Equation.3��� relates to the motion information only and is computed by table-lookup. The search is conducted given the predictor of the block or macroblock motion vector.





The choice of �EMBED Equation.3��� has a rather small impact on the result of the 16x16 block motion estimation. But the search result for 8x8 blocks is strongly affected by �EMBED Equation.3���, which is chosen as





�EMBED Equation.3���,





where �EMBED Equation.3��� is the macroblock quantization parameter. This rule is adopted, mainly because of:


the relationship of  �EMBED Equation.3��� has been established by means of experimental results,


the rule of equal  slope bit allocation to the various streams of the hybrid video coder as published in � REF Girod94 \r \h �� is adopted,


the approximation SAD(x) is the square root of the SSD(x) is adopted. 


3.2.2	Rate-Constrained Mode Decision


We code all macroblocks given the mode decisions made for the past macroblocks. Rate-constrained mode decision refers to the minimization of the following Lagrangian functional





�EMBED Equation.3���





where �EMBED Equation.3��� indicates a mode chosen for a particular macroblock with





�EMBED Equation.3���





and �EMBED Equation.3��� is the quantizer being selected for that macroblock. Note that the �EMBED Equation.3��� mode refers to the �EMBED Equation.3��� mode when the COD bit is set to “1”. Furthermore, an extended selection of modes may be used that may be associated to changing the quantizer on the macroblock basis or having various INTER or INTER-4V  modes that are associated various motion vectors. The term�EMBED Equation.3��� stands for the sum of the squared differences between the original block �EMBED Equation.3��� and its reconstruction





�EMBED Equation.3���





and �EMBED Equation.3��� is the number of bits associated with choosing �EMBED Equation.3��� and �EMBED Equation.3��� including the bits for the macroblock header, the motion, and all six DCT blocks. �EMBED Equation.3��� relates to the reconstructed luminance values corresponding to �EMBED Equation.3���. We choose





�EMBED Equation.3���,





where �EMBED Equation.3��� is the macroblock quantization parameter. This relationship has been established by means of experimental results. [Ed. Note: Add reference for where experiments are reported.]


3.2.3	The Algorithm for Rate-Constrained Encoding


The procedure to encode one macroblock �EMBED Equation.3��� in a frame with picture coding type INTER in our video codec is summarized as follows.





Given the last decoded frame, �EMBED Equation.3���, �EMBED Equation.3���, and the quantizer of the previously coded macroblock�


Minimize�                    �EMBED Equation.3��� �with�                           �EMBED Equation.3����where �EMBED Equation.3��� equals the quantizer of the previous macroblock.





The computation of �EMBED Equation.3��� and �EMBED Equation.3��� is straightforward. The cost for the �EMBED Equation.3��� and the �EMBED Equation.3��� mode, �EMBED Equation.3��� and �EMBED Equation.3���, respectively are computed by minimizing 





�EMBED Equation.3���





for one motion vector in case of �EMBED Equation.3��� mode and 4 motion vectors in case of �EMBED Equation.3��� mode.


3.3	Fast Search Using Mathematical Inequalities


Several methods are known to speed-up motion search that are based on mathematical inequalities � REF Li95 \r \h ��� REF LT97 \r \h ��. These inequalities, e.g., the triangle inequality, give a lower bound on the norm of the difference between vectors. In block matching, the search criteria very often used for the distortion are the sum of the absolute differences (SAD) or the sum of the squared differences (SSD) between the motion-compensated prediction c[x,y] and the original signal s[x,y]. By incorporating the triangle inequality into the sums for SAD and SSD, we get





�EMBED Equation.3���


�EMBED Equation.3���	(1)





by varying the parameter p=1 for SAD and p=2 for SSD. Note that for p=2, the inequality used in � REF LT97 \r \h �� differs from (1). Empirically, we have found not much difference between those inequalities. For some blocks, the inequality used in � REF LT97 \r \h �� provides a more accurate bound whereas for other blocks the triangle inequality performs better.The set B comprises the sampling positions of the blocks considered, e.g., a block of 16x16 samples.





Assume Dmin to be the smallest distortion value previously computed in the block motion search. Then, the distortion D(s,c) of another block c in our search range is guaranteed to exceed Dmin if the lower bound of D(s,c) exceeds Dmin. More precisely, reject block c if 





				 �EMBED Equation.3���				(2)





The special structure of the motion estimation problem permits a fast method to compute the norm values of all blocks c[x,y] in the previously decoded frames � REF Li95 \r \h ��. The extension to a rate-constrained motion estimation criterion is straight forward � REF CM97 \r \h ��.


3.3.1	Search Order


It is obvious that a small value for Dmin determined in the beginning of the search leads to the rejection of many other blocks later and thus reduces computation. Hence, the order in which the blocks in the search range are checked has a high impact on the computation time. For example, given the Huffman code tables for the motion vectors as prior information about our search space, the search ordering should follow increasing bit-rate for the motion vectors. This way, we increase the probability to find a good match in the search at the beginning. A good approximation of these probabilities is a search spiral, as the one used in the test model for the H.263 standard � REF TMN20 \r \h ��.


3.3.2	Multiple Triangle Inequalities


Following � REF Wiegand98 \r \h ��, multiple triangle inequalities can be employed. Assume a partition of B into subsets Bn so that





				 �EMBED Equation.3���				(3)





The triangle inequality (1) holds for all possible subsets Bn. Rewriting the formula for D(s,c) we get





	 	�EMBED Equation.3���			(4)





and applying the triangle inequality for all Bn yields





				�EMBED Equation.3��� 


			�EMBED Equation.3���		 	(5)





Note that (5) is a tighter lower bound than (1), however, requires more computation. Hence, at this point we can trade-off the sharpness of the lower bound against computational complexity.





An important issue within this context remains to be the choice of the partitions Bn. Of course, (5) works for all possible subsets that satisfy (4). However, since the norm values of all blocks in our search space have to be pre-computed we want to take advantage of the fast method described in � REF Li95 \r \h ��. Therefore, a random sub-division of B into n arbitary subsets may not be the appropriate choice. Instead, for sake of computation, a symmetric sub-division of B may be more desirable. In � REF LT97 \r \h ��, it is proposed to divide a square 16x16 block into two different partitions. The first partitioning produces 16 subsets Bn each being one of 16 lines containing 16 samples. The second partition consists of 16 subsets Bn each being one of 16 columns containing 16 samples.





Note that the H.263 video coding standard permits blocks of size 16x16 and blocks of size 8x8 in the advanced prediction mode. Hence, we follow the approach proposed in � REF LC95 \r \h �� where a 16x16 block is decomposed into sub-blocks. The 16x16 block is partitioned into 1 set of 16x16 samples, into 4 subsets of 8x8 samples. The various (subset) triangle inequalities are successively applied in the order of the computation time to evaluate them, i.e., first the 16x16 triangle inequality is checked, then the inequalities relating to blocks of size 8x8. On the 8x8 block level, the 8x8 triangle inequality is checked only.





4	Transform


A separable 2-dimensional Discrete Cosine Transform (DCT) is used.


5	Quantization


The quantization parameter QUANT may take integer values from 1 to 31.  The quantization reconstruction spacing for non-zero coefficients is  2 ( QP, where:


	QP = 4		for Intra DC coefficients when not in Advanced Intra Coding mode, and


	QP = QUANT	otherwise.


Define the following:


COF	A transform coefficient (or coefficient difference) to be quantized,


LEVEL	The quantized version of the transform coefficient,


REC	Reconstructed coefficient value,


“/”	Division by truncation.


The basic inverse quantization reconstruction rule for all non-zero quantized coefficients can be expressed as:


|REC| = QP · (2 · |LEVEL| + p)    		if QP = “odd”, and


|REC| = QP · (2 · |LEVEL| + p) - p		if QP = “even”,


where


	p = 1	for INTER coefficients, and


	p = 1	for INTRA non-DC coefficients when not in Advanced Intra Coding mode, and


	p = 0	for INTRA DC coefficients when not in Advanced Intra Coding mode, and


	p = 0	for INTRA coefficients (DC and non-DC) when in Advanced Intra Coding mode.


The parameter p is unity when the reconstruction value spacing is non-uniform (i.e., when there is an expansion of the reconstruction spacing around zero), and p is zero otherwise.  The encoder quantization rule to be applied is compensated for the effect that p has on the reconstruction spacing.  In order for the quantization to be MSE-optimal, the quantizing decision thresholds should be spaced so that the reconstruction values form an expected-value centroid for each region.  If the pdf of the coefficients is modeled by the Laplacian distribution, a simple offset that is the same for each quantization interval can achieve this optimal spacing.  The coefficients are quantized according to such a rule, i.e., they use an “integerized” form of


|LEVEL| = [|COF| + (f ( p) ( QP] / (2 ( QP)


where f ( {�EMBED Equation.3���,�EMBED Equation.3���, 1} is a parameter that is used to locate the quantizer decision thresholds such that each reconstruction value lies somewhere between an upward-rounding nearest-integer operation (f = 1) and a left-edge reconstruction operation (f = 0), and f is chosen to match the average (exponential) rate of decay of the pdf of the source over each non-zero step.


5.1	Quantization for INTER Coefficients:


Inter coefficients (whether DC or not) are quantized according to:


	|LEVEL| = (|COF| ( QUANT / 2) / (2 ( QUANT)


This corresponds to f =�EMBED Equation.3���with p = 1.


5.2	Quantization for INTRA non-DC coefficients when not in Advanced Intra Coding mode


Intra non-DC coefficients when not in Advanced Intra Coding mode are quantized according to:


	|LEVEL| = |COF| / (2 ( QUANT)


This corresponds to f = 1 with p = 1.


5.3	Quantization for INTRA DC coefficients when not in Advanced Intra Coding mode


The DC coefficient of an INTRA block when not in Advanced Intra Coding mode is quantized according to:


	LEVEL = (COF + 4) / (2 ( 4)


This corresponds to f = 1 with p = 0.  Note that COF and LEVEL are always non-negative and that QP is always 4 in this case.


5.4	Quantization for INTRA coefficients when in Advanced Intra Coding mode


Intra coefficients when in Advanced Intra Coding mode (DC and non-DC) are quantized according to:


|LEVEL| = (|COF| + 3 ( QUANT / 4) / (2 ( QUANT)


This corresponds to f =�EMBED Equation.3���with p = 0.


6	Advanced Intra Coding


This option describes a method to improve intra-block coding by using intra-block prediction. This technique applies to intra-macroblocks within intra-frames and intra-macroblocks within inter-frames. The procedure is essentially intra-block prediction followed by quantization as applied to inter-blocks in ITU-T Recommendation H.263.





Coding for intra-blocks is implemented by choosing one among the three modes which are described shortly. Figure 1 shows three 8x8 blocks of coefficients labelled A(u,v), B(u,v) and C(u,v), where u and v are row and column indices, respectively.
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Figure � SEQ Figure \* ARABIC �2� Three Neighboring blocks in the DCT domain.





C(u,v) denotes the DCT coefficients of the block to be coded, A(u,v) denotes the block of reconstructed DCT coefficients immediately above C(u,v) and B(u,v) denotes the block of reconstructed DCT coefficients immediately to the left of C(u,v). The ability to use the reconstructed coefficient values from blocks A and B in the prediction of the coefficient values for block C depends on whether blocks A and B are in the same picture segment as block C.  A block is defined to be "in the same picture segment" as another block only if the following conditions are fulfilled:





The relevant block is within the boundary of the picture, and


If not in Slice Structured mode, the relevant block is either within the same GOB or no GOB header is present for the current GOB, and


If in Slice Structured mode, the relevant block is within the same slice.





For reference to blocks A and B that are not in the same picture segment as block C, the value of 1024 is used for the DC coefficient and the value of 0 is used for the AC coefficients of the block, except for mode 0 as detailed below.





We define Ei(u,v) to be the prediction error for mode i=0,1,2. The coding modes are as follows:





mode 0: DC prediction only. 


If (block A and block B are both intra coded and are both in the same picture segment as block C) {


E0(0,0) = C(0,0) - ( A(0,0) + B(0,0) )//2


} 


else {


If (block A is intra coded and is in the same picture segment as block C) {


E0(0,0) = C(0,0) - A(0,0)


}


else {


If (block B is intra coded and is in the same picture segment as block C) {


E0(0,0) = C(0,0) - B(0,0) 


} else {


E0(0,0) =  C(0,0) - 1024


}


}


}





E0(u,v) = C(u,v)        u!=0, v!=0, u = 0..7, v = 0..7.   








mode 1: DC and AC prediction from the block above.


If (block A is intra coded and is in the same picture segment as block C) {


E1(0,v) = C(0,v) - A(0,v)          v = 0..7, and


E1(u,v) = C(u,v)                   u = 1..7, v = 0..7.





}


else {


E1(0,0) = C(0,0) - 1024        


E1(u,v) = C(u,v)             (u,v) != (0,0), u = 0,_,7, v = 0,_,7


}








mode 2: DC and AC prediction from the block to the left.


If (block B is intra coded and is in the same picture segment as block C) {


E2(0,v) = C(u,0) - A(u,0)        u = 0..7, and


E2(u,v) = C(u,v)                 v = 1..7, u = 0..7.             


               


} else {


E2(0,0) = C(0,0) - 1024        


E2(u,v) = C(u,v)            (u,v) != (0,0), u = 0,_,7, v = 0,_,7


}





The mode selection is done by evaluating the absolute sum of the prediction error, SADmode i, for the four luminance blocks in the macroblock and selecting the mode with the minimum value.





�,





i = 0..3, b = 0 .. 3, u,v = 1..7.	(5) 





Once the appropriate mode is selected, quantization is performed. The blocks are quantized as if they were inter coded blocks in that no special operation is applied to the DC coefficients - they are quantized in the same manner as the AC coefficients.


7	Improved INTER coefficient coding with an automatic switch between two VLCs


The encoder will use the INTRA VLC table for coding an INTER block if the following two criteria are satisfied:


The INTRA VLC result in fewer bits than the INTER VLC.


If the coefficients are coded with the INTRA VLC table, but the decoder assumes that the INTER VLC is used, coefficients outside the 64 coefficients of a 8x8 block are addressed.


With many large coefficients, this will easily happen due to the way the INTRA VLC was designed.


8	Rate Control


In this section, we describe a rate control method. In the frame-layer, a target number of bits per frame is selected. In the macroblock-layer, the quantization parameter (QP) is adapted to achieve that target.  The details and theory underlying this technique can be found in � REF Ribas97_2 \r \h ��. 





At the beginning, set the number of bits in the buffer W to zero, W=0, and initialize the parameters Kprev=0.5 and Cprev=0. The first frame is intracoded using a fixed value of QP for all macroblocks (by default use QP=15). The next frames are inter-coded as explained in � REF _Ref418054490 \r \h ��8.1	Frame Level Rate Control� and � REF _Ref418054570 \r \h ��8.2	Macroblock Level Rate Control�. 


8.1	Frame Level Rate Control


We will use the following definitions.


	


B’ - Number of bits occupied by the previous encoded frame.


R  - Target bit rate in bits per second (e.g., 10000 bps, 24000 fps, etc.).


G  - Frame rate of the original video sequence in frames per second (e.g. 30 fps).


F  - Target frame rate in frames per second (e.g., 7.5 fps, 10 fps, etc.). G/F must be an integer.


M - Threshold for frame skipping. By default, set M= R/F. (M/R is the maximum buffer delay.)


A -  Target buffer delay is AM sec. By default, set  A= 0.1.





The number of bits in the encoder buffer is W = max (W + B’ - R/F, 0) .  Set skip = 1.





While W > M


{


W= max (W - R/F, 0)


skip++


}


Skip encoding the next  “�” frames of the original video sequence.


The target number of bits per frame is:


�	where      �	


8.2	Macroblock Level Rate Control


Step 1.      Initialization. 


It is assumed that the motion vector estimation has already been completed. 


Let � be the variance of the luminance and chrominance values in the kth  macroblock.


If the kth  macroblock is of type I (intra), set � 	


Let	�  and   j = 0.


�,  the target number of bits as defined in A.1.


�, the number of macroblocks in a frame.


K= K1= Kprev, and C= C1= Cprev, the initial value of the model parameters.


�,  where �


Step 2.  Compute Optimized Q for ith  macroblock       





If  �  (running out of bits),  set �. 


Otherwise, compute: 


�.





Step 3.  Find QP and Encode Macroblock





QP= round � to nearest integer in set 1,2, …, 31. 


DQUANT = QP - QP_prev. 


If  DQUANT > 2, set  DQUANT = 2.  If  DQUANT < -2,  set  DQUANT = -2;





Set  QP = QP_prev + DQUANT.


DCT encode macroblock with quantization parameter QP, and set QP_prev = QP.


    


Step 4.  Update Counters





Let � be the number of bits used to encode the ith  macroblock, compute:


	 �  �  and � .





Step 5.  Update Model Parameters K  and C





The model parameters measured for the i-th macroblock are :





� ,  and  �,


where �  is the number of bits spent for the luminance and chrominance of the macroblock.





Next, we measure the average of the �’s and �’s computed so far in the frame.


If  (� and �),  set j= j+1 and compute  �.


Compute �.  





Finally, the updates are a weighted average of the initial estimates, K1, C1, and their current average: 


�





Step  6.   


If  i = N,  stop  (all macroblocks are encoded).  


    Set  Kprev= K and  Cprev= C.


   Otherwise,  let  i = i+1, and go to Step 2.








8.3	Rate Control for P and B Frames


8.3.1	Macroblock Level


The macroblock rate control in Section � REF _Ref418054570 \r \h � \* MERGEFORMAT �8.2	Macroblock Level Rate Control� can be used directly for B frames. The only difference is that, since the statistics of B frames are different from those of P frames, the rate control parameters K and C (which are updated at each macroblock) take values in different ranges. Consequently, when using P and B frames, we use different parameters {KP, CP} and {KB, CB} for the P and B frames, respectively.


8.3.2	Frame Level


The frame-level rate control in Section � REF _Ref418054585 \r \h ��8.1	Frame Level Rate Control� assigns a near constant target number of bits per P frame (after the first I frame), which is an effective strategy for low-delay video communications. But in scenarios where one or several B frames are inserted between the P’s, since the B frames are easier to encode, some technique is needed to assign fewer bits to the B frames. 


In this section, we describe an appropriate technique for assigning target number of bits to P and B frames. The derivation of this method is discussed in � REF Ribas97 \r \h ��� REF Ribas98 \r \h ��. We consider the typical case where the pattern of frame types is:   





I,B,…,B,P,B,…,B,P, B,…,B,P,B,…,B,P, …		


Observe that the set of frames “B,…,B,P” is repeated periodically after the first I frame. Let us refer to such a set as a group of pictures or GOP and let MB be the number of B frames in a GOP. The target number of bits for the P picture in that GOP, TP, and the target for each of the B frames, TB, can be computed as follows:





�EMBED Equation.3���,              	     	                    (1)





�EMBED Equation.3���,		     	                    (2)


   �EMBED Equation.3���, 		                                 (3)





where the parameters in (1), (2), (3) are defined as follows:





T, M, and N are, respectively, the number of bits for the GOP, the number of frames for the GOP, and the number of macroblocks in a frame.


The value of �EMBED Equation.3��� determines how many bits are assigned to the P frame and how many are assigned to the B’s. �EMBED Equation.3��� increases with F and EP/EB, which we describe next.  


F determines how large the PSNR of the P frames is in comparison to that of the B’s. For example, if F is equal to 1, the PSNR of both types of frames will be similar and if F is larger than 1 the PSNR of the P’s increases with respect to the that of the B’s. By default, we use the following formula to determine the value of F: 


				�EMBED Equation.3���,		   (4)


where Bpp is the rate in bits per pixel for the video sequence. Using (4), the PSNR of the P frames is on average about 1 dB higher than that of the B’s, which appears to be a reasonable tradeoff. 


EP is the energy for the P frame in the previous GOP, where energy is defined as the sum of the variances of the macroblock prediction errors, i.e.,


�EMBED Equation.3���,


where �EMBED Equation.3��� is the variance of the ith macroblock in the (previous) P frame, as defined in Section X. Observe that the value of the �EMBED Equation.3���‘s is computed in the macroblock level of the rate control. On the other hand, EB is the mean of the energies for the B frames in the previous GOP, i.e.,


				    �EMBED Equation.3���,


where EB,m is the energy of the mth B frame in the previous GOP.





�EMBED Equation.3���is set to F for the first GOP and to the previous value of �EMBED Equation.3��� for the next GOPs.


CP and CB are the motion and syntax rate (in bits per pixel) for the P and B frames, respectively, and their values are obtained from the rate control at the respective macroblock levels (recall Section � REF _Ref418054621 \r \h � \* MERGEFORMAT �8.2	Macroblock Level Rate Control�). 					





Observe that, not surprisingly, the previous frame-level rate control described in Section � REF _Ref418054660 \r \h � \* MERGEFORMAT �8.1	Frame Level Rate Control�, which was designed for GOP’s of the type “P…P”,  corresponds to the special case where EP=EB, F=1, (or, equivalently, �EMBED Equation.3��� =1) and CP=CB  in (1), (2), and (3). 





Finally, before a given frame is encoded (with a target of either TP or TB bits), we subtract the value �EMBED Equation.3���, as defined in Section � REF _Ref418054490 \r \h � \* MERGEFORMAT �8.1	Frame Level Rate Control�, which provides feedback from the fullness of the encoder buffer and the frame skipping threshold. The latter was set to the channel bit rate (in bits per second) divided by the encoding frame rate, which is a good choice for low-delay scenarios. But when B frames are inserted between the P’s and hence delay is not as important, a larger frame skipping threshold (and larger value of A in Section � REF _Ref418054681 \r \h � \* MERGEFORMAT �8.1	Frame Level Rate Control�) would be more appropriate.





8.4	SNR and Spatial Enhancement Layer Rate Control


Usually, the bit rate available for each of the enhancement layers is determined by the specific application. At each layer, we can use the rate control equivalently as in the base layer with the bit rate, frame rate, and GOP pattern for the given layer. The only difference is that, since different frames have different statistics at different layers, we should have different variables for K and C at each layer. Specifically, there should be different parameters K and C for different layers and, within a layer, different K and C’s for each frame type.





9	Alternate Rate Control Method


This is an alternate rate control technique that may be simpler to implement but is not as effective as the one described above.


9.1	Fixed step size and frame rate:


One mode of rate control which is typically performed when performing simulations is to use a fixed step size and frame rate.  In this mode, simulations shall be performed with constant step size throughout the sequence.  The quantizer step size is “manually” adjusted so that the average bitrate for all pictures in the sequence - minus picture number 1 - is as close as possible to one of the target bit rates (e.g. 8, 16 or 32 kb/s).


9.2	Regulation of stepsize and frame rate:


For realistic simulations with limited buffer and coding delay, a buffer regulation is needed. The following buffer regulation will be used as a beginning.





The first intra picture is coded with  QP= 16.  After the first picture the buffer content is set to:


�


For the following pictures the quantizer parameter is updated at the beginning of each new macroblock line.  The formula for calculating the new quantizer parameter is:





�


where:





�	The mean quantizer parameter for the previous picture.


�	The number of bits spent for the previous picture.


�	The target number of bits per picture.


mb	Present macroblock number.


MB	Number of macroblocks in a picture.


�	The number of bits spent until now for the picture.


R	Bitrate.


FR	Frame rate of the source material. (typically 25 or 30 Hz).





The first two terms of this formula are constant for all macroblocks within a picture.  The third term adjusts the quantizer parameter during coding of the picture





The calculated � must be adjusted so that the difference fits in with the definition of DQUANT (see section 4).  The buffer content is updated after each complete picture in the following way:





�





The variable   frame_incr  indicates how many times the last coded picture must be displayed.  It also indicates which picture from the source is coded next.





To regulate frame rate, �  and a new �  are calculated at the start of each frame:





�





For this buffer regulation, it is assumed that the process of encoding is temporarily stopped when the physical transmission buffer is nearly full.  This means that buffer overflow will not occur.  However, this also means that no minimum frame rate and delay can be guaranteed.


10	Definition of the Post Filter


The one-dimensional version of the filter will be described.  To obtain a two-dimensional effect, the filter is first used in one direction (for instance horizontal) and then in the other (vertical) direction.  The pixels A,B,C,D,E,F,G(,H) are aligned horizontally or vertically.  A new value -D1 - for D will be produced by the filter:


D1 = D + Filter((A+B+C+E+F+G-6D)/8,Strength1)	when filtering in the first direction.


D1 = D + Filter((A+B+C+E+F+G-6D)/8, Strength2)	when filtering in the second direction.





For the definition of the function Filter() see the definition of the loop filter in Annex J.  Strength1 and Strength2 may be different to better adapt the total filter strength to QUANT.  The relation between Strength1,2 and QUANT is given in the table below.  Strength1,2 may be related to QUANT for the macroblock where D belongs or to some average value of QUANT over parts of the frame or over the whole frame.





A sliding window technique may be used to obtain the sum of 7 pixels (A+B+C+D+E+F+G).  In this way the number of operations to implement the filter may be reduced.





Table 1/TMN


QUANT�
Strength�
Strength1�
Strength2�
QUANT�
Strength�
Strength1�
Strength2�
�
1�
1�
1�
1�
17�
8�
3�
3�
�
2�
1�
1�
1�
18�
8�
3�
3�
�
3�
2�
1�
1�
19�
8�
3�
3�
�
4�
2�
1�
1�
20�
9�
3�
3�
�
5�
3�
1�
1�
21�
9�
3�
3�
�
6�
3�
2�
1�
22�
9�
3�
3�
�
7�
4�
2�
1�
23�
10�
3�
3�
�
8�
4�
2�
2�
24�
10�
4�
3�
�
9�
4�
2�
2�
25�
10�
4�
3�
�
10�
5�
2�
2�
26�
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11	Reduced-Resolution Update mode


11.1	Motion estimation and mode selection


In Reduced-Resolution Update mode, motion estimation is performed on the luminance 32x32 macroblock instead of 16x16 macroblock. SAD (Sum of Absolute Difference) is used as an error measure.  In this mode, each component of the macroblock motion vector or four motion vectors is restricted to be half-integer or zero value in order to widen the search range with the same MVD table.


11.1.1	Motion estimation in baseline mode (no options)


11.1.1.1	Integer pixel motion estimation


The search is made with integer pixel displacement in the Y component.  The comparisons are made between the incoming macroblock and the displaced macroblock in the previous reconstructed  picture.  A full search is used, and the search area is up to ±30 pixels in the horizontal and vertical direction around the original macro block position.


�EMBED Equation.3���


For the zero vector, SAD(0,0) is reduced by 400 to favor the zero vector when there is no significant difference.


�EMBED Equation.3���


The (x,y) pair resulting in the lowest SAD is chosen as the integer pixel motion vector, MV0.  The corresponding SAD is SAD(x,y).


11.1.1.2	INTRA/INTER mode decision 


After the integer pixel motion estimation the coder makes a decision on whether to use INTRA or INTER prediction in the coding.  The following parameters are calculated to make the INTRA/INTER decision:


�EMBED Equation.3���


�EMBED Equation.3���


INTRA mode is chosen if:   �EMBED Equation.3���


Notice that if SAD(0,0) is used, this is the value that is already reduced by 400 above.


If INTRA mode is chosen, no further operations are necessary for the motion search. If INTER mode is chosen the motion search continues with half-pixel search around the MV0 position.


11.1.1.3	Half-pixel search


The half-pixel search is done using the previous reconstructed frame. The search is performed on the Y-component of the macroblock.  The search area is ±1 half-pixel around the 32x32 target matrix pointed to by MV0, complying with the condition that each component of the candidate vector for the half-pixel search is half-integer or zero value.  For the zero vector (0,0), SAD(0,0) is reduced by 400 as for the integer search.  


The half pixel values are calculated as described in ITU-T Recommendation H.263, Section 6.1.2.


The vector resulting in the best match during the half-pixel search is named MV. MV consists of horizontal and vertical components (MVx, MVy), both measured in half pixel units.


11.1.2	Motion estimation in advanced prediction (AP) mode


This section applies only if advanced prediction mode is selected.


11.1.2.1	Integer pixel motion estimation


(2 integer pixel search within [-31, 30] is performed for the 16x16 blocks around 32x32 integer vector.


11.1.2.2	Half-pixel search


The half-pixel search is performed for each of the blocks around the 16x16 integer vector.  The search area is ±0.5 pixel around the 16x16 integer vector of the corresponding block, complying the condition that each component of the candidate vector for the half-pixel search is half-integer or zero value and within [-31.5, 30.5].


11.1.2.3	One vs. Four MV Decision in AP


This section applies only if advanced prediction mode is selected.


SAD for the best half pixel 32x32 MB vector (including subtraction of 400 if the vector is (0,0)):


�EMBED Equation.3���


SAD for the whole macroblock for the best half pixel 16x16 block vectors:


�EMBED Equation.3���


The following rule applies:


If:	�EMBED Equation.3���,	choose 16x16 block prediction


otherwise:				choose 32x32 MB prediction


11.1.3	Motion estimation in the unrestricted motion vector (UMV) mode


This section applies only if the extended motion vector range in the UMV mode is selected.


11.1.3.1	Search window limitation


Since the window with legal motion vectors in this mode is centered around the motion vector predictor for the current macroblock, some restrictions on the integer motion vector search is applied, to make sure the motion vectors found will be transmittable.


With these restrictions, both the 32x32 MB vector and the 16x16 block vectors found with the procedure described below, will be transmittable, no matter what the actual half-pixel accuracy motion vector predictor for the macroblock, or each of the four blocks, turns out to be.


11.1.3.2	Integer pixel search


First, the motion vector predictor for the 32x32 MB vector based on integer motion vectors only, is found. The 32x32 MB search is then centered around the truncated predictor, with a somewhat limited search window. If four vectors, the 32x32 MB search window is limited to the range 29 - (2*16x16_block_search_window+1).   Since in this model the 16x16_block search window is 2.5, the default search window of 32x32 MB in the UMV mode turns out to be (23 integer positions.  Then the 16x16_block searches are centered around the best 32x32 MB vector, and (2 pixel search is performed in each 16x16_block.


11.1.3.3	Half-pixel search


Half-pixel searches are performed as in the other modes.  The search area is ±0.5 pixel around the best integer vector of the corresponding macroblock / block, complying the condition that each component of the candidate vector for the half-pixel search is half-integer or zero value.


11.2	Down-sampling of the prediction error


After motion compensation on 16*16 block basis, the 16*16 prediction error block is down-sampled to the 8*8 reduced-resolution prediction error block.  In order to realize a simple implementation, filtering is constrained to a block which enables up-sampling on an individual block basis.  Fig. 1 shows the positioning of samples.  The down-sampling procedure for the luminance and chrominance pixels is defined Fig.2.  Filtering is performed regardless of the block boundary.   “/” in Fig.2 indicates division by truncation.


�


Fig.  � SEQ Fig._ \* ARABIC �1�


Positioning of samples in 8*8 reduced-resolution prediction error block and 


16*16 prediction error block
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Fig.  � SEQ Fig._ \* ARABIC �2�


Creation of reduced-resolution prediction error 


for pixels inside block





11.3	Transform and Quantization


A separable 2-dimensional Discrete Cosine Transform (DCT) is applied to the 8*8 reduced-resolution prediction error block in the same way as the default mode.  Then Quantization is performed in the same way as described in the default mode.


11.4	Switching


In this section, a simple switching algorithm for Annex Q is described.  


Note: This algorithm might be applicable to “Factor of 4” part of Annex P with a small modification.


11.4.1	Resolution Decision Algorithm


In order to decide the resolution for Annex Q, a simple decision algorithm is used based on �EMBED Equation.3��� and �EMBED Equation.3���.


�EMBED Equation.3��� :  the mean QP of the previous encoded frame


�EMBED Equation.3���    :  the number of bits used in the previous encoded frame.


Assuming that the relation between �EMBED Equation.3���and �EMBED Equation.3��� is close to inverse proportion, the product of �EMBED Equation.3��� and �EMBED Equation.3��� can be regarded as an index of the approximate complexity of the coded frame.  


In the case the current frame is default mode, switching to reduced-resolution update mode is done if the product of �EMBED Equation.3��� and �EMBED Equation.3��� is larger than the threshold TH1.  


In the case the current frame is reduced-resolution update, switching to default mode is done if this product of �EMBED Equation.3��� and �EMBED Equation.3��� is smaller than the threshold TH2. 


from default mode to reduced-resolution update mode


	if(�EMBED Equation.3���* �EMBED Equation.3��� > TH1){


		Switch to


		 reduced-resolution update mode;


	}


from reduced-resolution update mode to default mode


	if(�EMBED Equation.3���* �EMBED Equation.3��� < TH2){


		Switch to default mode;


	}


TH1 is determined in the following equation, where QP1 and FR1 represents  the lowest subjective quality which we allow to encode in default mode. 


		TH1 = QP1 * (Target_Bitrate / FR1)


In the same way, TH2 is determined in the following equation,  where QP2 and FR2 represents the highest subjective quality which we allow to encode in reduced-resolution update mode. 


		TH2 = QP2 * (Target_Bitrate / FR2)	


The values of QP1, FR1, QP2, and FR2 may depend on the source format, target frame rate, and target bitrate.  If Source Format indicates CIF, the target frame rate is 10 fps, and the target bitrate is 48kbps, then QP1 = 16, FR1 = 7,  QP2 = 7, FR2 = 9, respectively. 


11.4.2	Restriction of DCT coefficients in switching from reduced-resolution to normal-resolution


Once the reduced-resolution mode is selected, the detail of the image is likely to be lost.  If the mode goes back to the default mode again, the detail of image must be reproduced, which consumes a large amount of bits. This sudden increase of coding bits often causes an unintentional frame skips.  Furthermore,  because the resolution-decision algorithm described above uses the product of mean QP and the amounts of bits, this sudden increase of the bits cause to switch back to reduced-resolution update mode, and the oscillation between both modes often occurs.  In order to avoid this degradation, the restriction of DCT coefficients to be sent is introduced to the several frames after switching from reduced-resolution update mode to default mode.  In the first frame after switching to the default mode, the coefficients only within 4x4 low frequency can be sent,  then in the same way, 5x5  in the second, 6x6 in the third, and 7x7 in the forth.  This “smooth-landing” algorithm can suppress the unintentional frame skip and the oscillation of the modes effectively. 


11.5	Rate Control


The rate control is identical to the default mode, except the quarter number of Macroblocks.


12	Error Resiliency and Concealment


12.1	Error Resiliency in Packet Loss Environments


INTRA coding frame rate same as packet loss rate.


12.2	Decoder error concealment (TCON model)


In an environment where the bitstream might contain errors before being received by the decoder, the model described in this section can be used to conceal many of the effects of the errors. This section is taken from document LBC-95-186: “Definition of an error concealment model (TCON)” by Telenor R&D, with some additions to match the current H.263+ draft.


12.2.1	Introduction


Bit errors in the video bitstream will cause problems for the video decoding.  There are different ways of taking care of bit errors.  Forward Error Correction (FEC) is one.  In this case we could hope that all errors could be corrected so that the video bitstream is unaffected.  Unfortunately, this seems to be difficult to achieve.  Another way is request for retransmission.  A third way is treat the problem in the video bitstream.  That means we know that there may be bit errors in the video bitstream and we try to design the decoder so that bit errors cause minimal subjective disturbance of the picture content.  This is referred to as concealment.





Here we present a reasonably simple concealment decoder.  The main idea with the present concealment model is to detect "serious" errors and prevent this part of the data from being used.  In parts of the picture where the data is lost, the previous picture is used - either with direct copying, or with prediction using the motion vectors from the macroblock line above.


12.2.2	Description of the model


GBSCs for every macroblock line (or SLICE) and 3 INTRA blocks/picture are assumed.  In the description below, it is assumed that the decoder knows that there are GBSCs for every SLICE.  However, the model could easily be modified so that this information is not needed by the decoder.  None of the options are used here.





Call the picture being decoded M.  In addition we use a "preliminary memory" - PM - that can contain one SLICE of picture data.  In the decoding process data is put into PM.





The operation of the decoder is illustrated in the figure below.





There are two important decision criteria in the model.





I:  When shall PM be copied into the reconstruction frame memory?





•	If the decoder reconstructs the full row of macroblocks without detecting any errors, and the following 17 bits is a SYNC, and the GOB number (GN) is incremented by 1 from last time, PM is copied into the appropriate position in M and the decoding process continues.








II:  When does the decoding process stop?





•	An illegal codeword is found.  This is the most frequent event to stop decoding.


•	SYNC does not follow after reconstruction of a macroblock line. {If it is not known that GBSCs are used on every row of macroblocks, this condition can not be tested}.


•	Vectors point outside the picture when advanced prediction is not allowed.


•	Position of reconstructed  DCT coefficient points are outside position 63, when not in a mode where the intra and inter VLC coefficient tables are adaptively chosen.


•	Chroma DC values are out of the normal range. This normal range will probably be different for natural and synthetic images.





The first two bullets are the most important.  The list of other checkpoints could be increased considerably.





When the decoding stops, the content of PM is not copied to M.





�


Illustration of the TCON concealment model.


12.2.3	Data inserted in the concealment area


In parts of the picture where data is lost, data from the previously decoded picture is used.  If vectors for the macroblock line above is available, those vectors are used in the prediction process.  If the above vectors are not available, that is if also the previous macroblock line was lost or we are at the top macroblock line, data is copied directly from the last decoded picture (with zero vectors).


12.2.4	Characteristics of the model


The model prevents large errors (typically green or pink blocks) to be copied into the reconstructed picture.





The model requires some extra memory for PM. This will typically be a few rows of macroblocks in size.





The presented model assumes that we have GBSC at each macroblock line and that the picture start code is protected.  However, a slight change could remove the requirement that we have GBSC at each macroblock line.  If we have GBSC less frequent, this would mean that more data would be lost around each bit error, and the concealment areas would be larger.





The model may even be extended to work well if picture start codes are lost.  By keeping track of GN values, it is possible to decide if we have come to a new picture even if the start code is lost.





13	Test Model Performance


13.1	Rate-Distortion Performance


[Ed. Note: This section will contain information pertaining to the rate distortion performance of the test model.]


13.2	Computational Complexity


[Ed. Note: This section will contain information pertaining to the computational complexity of the test model.]


14	Further Research Developments


[Ed. Note: This section will provide brief explanations and references for encoding, decoding and pre/post-processing techniques that go beyond what is currently adopted in the test model itself.]
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