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Abstract

In this paper we introduce CACTI-D, a significant en-
hancement of CACTI 5.0. CACTI-D adds support for mod-
eling of commodity DRAM technology and support for main
memory DRAM chip organization. CACTI-D enables mod-
eling of the complete memory hierarchy with consistent
models all the way from SRAM based L1 caches through
main memory DRAMs on DIMMs.

We illustrate the potential applicability of CACTI-D in
the design and analysis of future memory hierarchies by
carrying out a last level cache study for a multicore multi-
threaded architecture at the 32nm technology node. In this
study we use CACTI-D to model all components of the mem-
ory hierarchy including L1, L2, last level SRAM, logic-
process based DRAM or commodity DRAM L3 caches, and
main memory DRAM chips. We carry out architectural sim-
ulation using benchmarks with large data sets and present
results of their execution time, breakdown of power in the
memory hierarchy, and system energy-delay product for the
different system configurations. We find that commodity
DRAM technology is most attractive for stacked last level
caches, with significantly lower energy-delay products.

1 Introduction

Future processor chip implementations are expected to
be composed of 3D die stacks that could include multiple
dies fabricated in diverse fabrication technologies. One de-
sign possibility which is particularly attractive is the idea
of stacking cache or memory on top of a die that contains
multiple CPU cores [6, 16]. Future many-core processors
are expected to have large memory bandwidth requirements
and stacking cache or memory directly on top of the cores
is one possible way of providing the required bandwidth.

There are several options available for stacked memory.
Traditionally, SRAM has been the memory technology of
choice to implement caches and other memory structures
inside a processor die. This is because the processing of
SRAM does not add any steps to a logic process and SRAM
has been the practical memory technology that could meet

access time and random cycle time requirements. Recently
however, DRAM has also found its way into various appli-
cations. The main compute chip inside the Blue Gene/L
supercomputer uses embedded DRAM [11]. Embedded
DRAM has also been used in the graphics synthesizer unit
of Sony’s PlayStation2 [27]. The main reason for the use of
embedded DRAM is its much smaller 1T1C cell (compared
to 6T SRAM cell) which consumes less area and leakage
power. Also, the trend of worsening wire delay with re-
spect to device delay has meant that the smaller cell size of
DRAM has a large impact in reducing the propagation de-
lay over its interconnect, which can be significant in large
RAMs [21]. The embedded DRAM technology that has
been used in commercial applications so far has been logic
process based (LP-DRAM), which is the same process used
to fabricate the processor or logic die. In contrast, commod-
ity DRAM (COMM-DRAM) used in main memory chips is
fabricated in its own commodity DRAM fabrication pro-
cess. Compared to COMM-DRAM technology, LP-DRAM
technology typically has faster transistors and circuitry but
worse cell density and retention time [38]. These differ-
ent technology characteristics translate into different area,
delay, and energy properties for LP-DRAM and COMM-
DRAM memories with identical functional specifications.

CACTI [34, 40] is a tool that has become widely used
in the computer architecture community by architects ei-
ther directly for modeling of SRAM based caches and
plain memories, or indirectly through other tools such as
Wattch [7]. CACTI 5.0 [35] was a major revision of CACTI
overcoming several limitations of earlier versions. First, the
technology models of earlier versions were largely based
on linear scaling of a 0.8µm process. However, as scaling
has progressed to nanometer dimensions, scaling has be-
come much less linear. To better model this, the base tech-
nology modeling in CACTI 5.0 was changed from simple
linear scaling of the original CACTI 0.8µm technology to
models based on the ITRS roadmap. Second, a major en-
hancement in CACTI 5.0 was the support added for DRAM
circuits along with SRAM. Logic process based DRAM
(LP-DRAM) technology has been gaining in popularity, and
CACTI 5.0 provides support for modeling embedded mem-
ories and caches built on LP-DRAM technology.
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In this paper we introduce a version of CACTI that we
call CACTI-D that enhances CACTI 5.0. Caches imple-
mented by stacking COMM-DRAM parts on top of pro-
cessor die have recently been of research interest [6, 16].
CACTI-D supports both LP-DRAM and COMM-DRAM
along with the more traditional SRAM. Thus, modeling of
the complete memory hierarchy with consistent models all
the way from SRAM based L1 caches through main mem-
ory DRAMs on DIMMs becomes possible. We illustrate the
potential applicability of CACTI-D in the design and analy-
sis of future memory hierarchies by carrying out a last level
cache study for a 32nm multicore multithreaded architec-
ture.

2 CACTI-D

A detailed description of all aspects of CACTI-D includ-
ing modeling of circuits, area, delay, dynamic energy, and
leakage power are beyond the scope of this paper, but can be
found in the CACTI 5.1 technical report [34]. In the rest of
this section we focus on describing key aspects of CACTI-
D related to memory array organization with particular em-
phasis on modeling of main memory organization, device
and interconnect technology modeling, DRAM modeling,
solution optimization process, and model validation.

2.1 Main Memory DRAM Organization

In CACTI-D we added modeling support for capturing
the properties of a main memory DRAM chip organization.
We specify the number of banks (Nbanks) equal to the num-
ber of banks in the main memory DRAM chip being mod-
eled; most main memory DRAM chips today have 8 banks.
Main memory DRAM chips in DIMMs typically have 4 or
8 data output pins. We model the internal prefetch width
which determines the number of bits prefetched internally
inside the DRAM core. Because of their limited number
of data pins, main memory DRAM chips usually operate
in burst mode with a burst length of 4 or 8. The burst
length determines the effective number of data bits that are
accessed by a READ or WRITE command. We incorpo-
rate the concept of burst length into the CACTI-D array or-
ganization, and modify the energy model accordingly. In
CACTI-D, we also incorporate the concept of page size by
constraining the total number of sense amplifiers in a sub-
bank to be equal to the page size. As shown later in Section
2.5, even with such relatively simple changes we are able to
model the area, timing, and power specifications of a main
memory DRAM chip with reasonable accuracy.

2.2 Technology Modeling

Unlike versions of CACTI before 5, with a technol-
ogy model largely based on linear scaling of a 0.8µm

technology, CACTI-D uses technology projections from
the ITRS [32] for device data and projections by Ron
Ho [10, 31] for wire data. CACTI-D includes technology
data for four ITRS technology nodes – 90, 65, 45, and 32
nm – which cover years 2004 to 2013 of the ITRS.

2.2.1 Devices

We include data for the three device types that the ITRS
defines – High Performance (HP), Low Standby Power
(LSTP), and Low Operating Power (LOP). The HP tran-
sistors are state-of-the-art fast transistors with short gate
lengths, thin gate oxides, low Vth and low VDD whose CV/I
delay is targeted to improve by 17% every year. As a conse-
quence of their high on-currents, these transistors tend to be
very leaky. The LSTP transistors on the other hand are tran-
sistors with longer gate lengths, thicker gate oxides, higher
Vth, and higher VDD. The gate-lengths of the LSTP transis-
tors lag the HP transistors by 4 years. The LSTP transis-
tors trade off high on-currents for maintenance of an almost
constant low leakage of 10pA across the technology nodes.
The LOP transistors lie in between the HP and LSTP tran-
sistors in terms of performance. They use the lowest VDD to
control the operating power and their gate-lengths lag those
of HP transistors by 2 years. The CV/I of the LSTP and
LOP transistors improves by about 14% every year. In ad-
dition to data for these ITRS device types, it is also possible
for the user to add device data obtained from other sources.
For example, we also add long-channel variations of the HP
transistors which trade off transistor speed for reduction in
leakage.

2.3 DRAM Modeling

In our modeling of DRAM, we leverage the similarity
that exists in the peripheral and global support circuitry of
SRAM and DRAM and model only their essential differ-
ences. We assume a folded array organization [15] for the
DRAM subarray and keep the rest of the array organization
identical to that of SRAM. We use the same methodology
for SRAM and DRAM for sizing of peripheral support cir-
cuitry such as decoders and drivers, and global support cir-
cuitry such as repeaters and tristate drivers. We use an ana-
lytical gate area model which makes the areas of gates sensi-
tive to transistor sizing so that when transistor sizes change,
gate areas also change. The gate area model also consid-
ers context-sensitive pitch-matching constraints for circuits
such as wordline drivers and sense amplifiers, so transistors
of these circuits may get folded and their areas calculated
based on the pitch they need to satisfy. This feature is use-
ful in capturing differences in area caused due to different
pitch-matching constraints of SRAM and DRAM. By hav-
ing a common framework that in general places SRAM and
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Characteristic SRAM LP-DRAM COMM-DRAM

Cell area (F = Feature-size) 146F2 30F2 6F2

Memory cell device type ITRS HP/Long-channel Intermediate oxide based Conventional oxide based
Peripheral/Global circuitry device type ITRS HP/Long-channel ITRS HP/Long-channel ITRS LSTP
Bitline interconnect Copper Copper Tungsten
Back-end-of-line interconnect Copper Copper Copper
Memory Cell VDD (V) 0.9 1.0 1.0
DRAM storage capacitance (fF) N/A 20 30
Boosted wordline voltage VPP (V) N/A 1.5 2.6
Refresh period (ms) N/A 0.12 64

Table 1: Key characteristics of SRAM, LP-DRAM, and COMM-DRAM technologies.

DRAM on an equal footing and emphasizes only their es-
sential differences, we are able to compare relative tradeoffs
involving SRAM and DRAM.

For LP-DRAM, we obtain technology data by extrapo-
lating published data of 180/130/90/65nm LP-DRAM pro-
cesses [12, 38]. For COMM-DRAM, we obtain technol-
ogy data by using projections from the ITRS and other
sources [3, 23, 24]. Table 1 shows key characteristics
of SRAM, LP-DRAM, and COMM-DRAM technologies.
Specific parameter values are from our projections for
32nm. We assume that SRAM cells use long-channel ITRS
HP transistors, similar to that employed in the 65nm In-
tel Xeon L3 cache [8]. We assume that COMM-DRAM
cells employ conventional thick oxide based transistors, and
LP-DRAM cells employ intermediate oxide based transis-
tors similar to that described in [38]. For the peripheral
and global support circuitry of the RAMs, we assume that
SRAMs and LP-DRAMs use ITRS long-channel HP tran-
sistors while COMM-DRAMs use LSTP transistors [23].
Next we describe the essential features of the DRAM cir-
cuits in our area, delay, and energy models.

2.3.1 Cell

The most essential difference between SRAM and
DRAM is in their storage cell. While SRAM typically
uses a 6T cell, DRAM typically uses a 1T1C cell. Ta-
ble 1 shows the areas we have assumed for SRAM, LP-
DRAM, and COMM-DRAM cells. The LP-DRAM cells
presented in [38] for four different technology nodes –
180/130/90/65nm – have areas in the range of 19–26F2.
In contrast, a typical SRAM cell would have an area of
about 120–150F2. COMM-DRAM cells occupy the least
area, with typical values in the range of 6–8F2. Table 1
also shows storage capacitance values for LP-DRAM and
COMM-DRAM technologies. These values are chosen by
assuming that storage capacitance does not change much
with technology scaling as storage VDD decreases in order
to meet signal-to-noise and retention time targets.

2.3.2 Destructive Readout and Writeback

When data is read out from a DRAM cell, the charge
stored in the cell gets destroyed because of charge redistri-
bution between the cell and its capacitive bitline, and there
is a need for data to be written back into the cell. Also,
after a writeback the bitlines need to be restored to their
precharged value. These writeback and restore operations
take time and increase the random cycle time of a DRAM
array. We include these operations in the CACTI-D delay
and energy models.

2.3.3 Refresh

In a DRAM cell, charge leaks out from the capacitor
because of various leakage components, so a DRAM cell
needs to be refreshed periodically. In CACTI-D, we in-
corporate refresh power in our DRAM power model. As
shown in Table 1, the LP-DRAMs that we have modeled
have much lower refresh period (0.12ms) than the COMM-
DRAMs (64ms), which means that the LP-DRAM cells
have to be refreshed much more often than the COMM-
DRAM cells. This is because the LP-DRAM cells employ
transistors with oxides that are much thinner than those of
the COMM-DRAM cells.

2.3.4 DRAM Operational Models

The operational models of DRAMs may vary depend-
ing on whether they are employed in main memory chips
or whether they are embedded or stacked. The operational
models have an impact on the DRAM timing interface and
timing model. In CACTI-D, we include timing interfaces
and timing model equations suitable for the different possi-
ble models of operation.

Main Memory Operational Model Main memory
COMM-DRAM chips are operated using ACTIVATE,
READ, WRITE, and PRECHARGE commands.1 ACTI-
VATE latches data into a DRAM page. After read or write

1It is important to note that in reality the operation of a main memory
chip is more complicated than our simplified description here.
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operations to this page are carried out, the page can be
closed; data in the sense amplifiers are written back into the
DRAM cells and the bitlines are restored to their precharged
state. Since activating or precharging a page takes time and
energy, it is beneficial to decrease the number of activate
and precharge operations in accessing a sequence of data
requests in a DRAM. Once a page is activated to serve a
request, the page can be kept open with the hope that future
near-term requests will also target the same page (the open
page policy) [29]. However, keeping a page open causes
more energy leakage over time and additional precharge la-
tency when a subsequent request heads to a different page.
The alternative policy, the closed page policy, proactively
closes pages unless it is already known that the next request
hits the same page. If requests are sparse in time or do not
hit the page often in sequence, this policy can be more at-
tractive. The page policy of the main memory DRAM chips
can be appropriately chosen by the architect depending on
the target application.

An important operational principle employed in main
memory DRAM chips is the concept of multibank interleav-
ing. The random cycle time (tRC) of main memory DRAM
chips tends to be quite large (typically around 50ns). But
consecutive accesses to different banks need not be limited
by the random cycle time, so main memory DRAM chips
also include a specification of multibank interleave cycle
time, tRRD. A typical value for would be 7.5ns, so with
multibank interleaving the throughput from a main memory
DRAM chip can be significantly increased.

Embedded DRAM Operational Models One possible
way of operating embedded DRAMs is to operate them
like main memory DRAM chips using ACTIVATE, READ,
WRITE, and PRECHARGE commands. If the target appli-
cation can benefit from the spatial locality that an open page
can offer, then operating an embedded DRAM with an open
page policy can offer delay and energy benefits. Another
possibility is to operate an embedded DRAM with a vanilla
SRAM-like interface [26]. In this case, like in an SRAM,
the DRAM is operated using just READ and WRITE com-
mands, and activate and precharge operations are not visible
to the embedded DRAM user. A READ (or WRITE) com-
mand is associated with both row and column addresses and
causes data to be latched into sense amplifiers and then read
out. In case of a READ or WRITE, the precharge opera-
tion can proceed soon after data is latched in the sense am-
plifiers which can help in lowering the random cycle time.
The flip side of using a vanilla SRAM-like interface is that
delay and energy benefits associated with page access may
be lost. A vanilla SRAM-like interface can still work well
for applications without much spatial locality exploitable by
page access. Multibank interleaving can improve the vanilla
SRAM-like interface, the same as in main memory DRAM.

When an embedded DRAM has multiple banks that share
the address and data bus, adding a multibank interleave cy-
cle time to its timing interface can improve its throughput
just like in a main memory DRAM chip. In CACTI-D, we
extend the concept of multibank interleaving to an embed-
ded DRAM with a single bank by considering multisubbank
interleaving. In CACTI-D a bank is composed of multiple
subbanks that share the same address and data bus, so it
is possible to interleave accesses to different subbanks of a
bank. With pipelining in the access path, the multisubbank
interleave cycle time can be improved even further.

2.3.5 DRAM Timing Model

When an embedded DRAM is operated using a vanilla
SRAM-like interface, its timing specifications are also sim-
ilar to that of an embedded SRAM, thus the timing spec-
ifications of interest are the access time and random cycle
time. In this case, the access time and random cycle time
are computed similar to earlier versions of CACTI. In addi-
tion to these metrics, we also compute a multisubbank in-
terleave cycle time which can be utilized to take advantage
of multisubbank interleaving. For embedded DRAMs oper-
ated using a main memory-like interface, we compute tim-
ing specifications similar to that of a main memory COMM-
DRAM chip, albeit with simplifications. In our main mem-
ory timing model we add equations for computation of ac-
tivation delay, CAS latency, precharge delay, and random
cycle time.

2.4 Solution Optimization Methodology

In CACTI 5, we follow a different approach from pre-
vious versions of CACTI in finding the optimal solu-
tion given an input cache or memory specification. Our
new approach allows users to exercise more control on
the area, delay, and power of the final solution. The
optimization is carried out in the following steps: first,
we find all solutions with area within a certain percent-
age (user-supplied value) of the area of the solution with
best area efficiency. We refer to this area constraint as
max area constraint. Next, from this reduced set of
solutions that satisfy the max area constraint, we find
all solutions with access time within a certain percentage
of the best access time solution. We refer to this access
time constraint as max acctime constraint. To this sub-
set of solutions, we apply an optimization function com-
posed of normalized, weighted combinations of dynamic
energy, leakage power, random cycle time, and multisub-
bank interleave cycle time. In addition there are other in-
ternal variables inside CACTI-D that help guide sizing of
circuits advanced users can control. One such variable
is max repeater delay constraint which controls how
much worse the delay of repeaters is allowed to get com-
pared to the best delay repeater solution — with this, limited
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Figure 1: Access time, area and power of the 65nm

Xeon L3 cache and of solutions generated by CACTI-

D. Two bubbles for the Xeon cache correspond to two

quoted values of dynamic power. An activity factor of

1.0 is assumed while computing dynamic power for

the CACTI-D generated solutions.

energy savings are possible at the expense of delay. Such
an optimization process allows exploration of the solution
space in a controlled manner and to arrive at a solution with
user-desired characteristics.

2.5 Validation

In order to validate the SRAM modeling of CACTI-
D, we compare its projections against published data of a
65nm 16MB Intel Xeon L3 cache [8] and a 90nm 4MB
Sun SPARC L2 cache [22]. We choose input specifi-
cations for the caches and device/interconnect assump-
tions based on the published data. In order to explore
area, delay, and power tradeoffs that may be possible
in the cache design, we vary optimization variables such
as max area constraint, max acctime constraint, and
max repeater delay constraint that were described in
Section 2.4 within reasonable bounds. In order to make a
fair comparison of power for the Xeon L3 cache, we model
the impact of sleep transistors, which cut in half the leakage
of all mats that are not activated during an access.

Complete details of the validation exercise are described
in the CACTI 5.1 tech report [34]; here we simply summa-
rize the results of the validation. Figure 1 shows a bubble
chart to illustrate the results of validation for the 65nm Xeon
L3. Bubbles are shown corresponding to the target Xeon
L3 and various CACTI-D solutions. The area of the bub-
ble corresponds to area of the cache. There are two target
bubbles for the Xeon L3 and this corresponds to two quoted
dynamic power numbers [8, 37] which we attribute to dif-
ferent activity factors caused by different applications. For
both the 65nm Xeon L3 and a similar analysis performed for
the 90nm SPARC L2 (not shown due to space limitations),
the best access time solution produced by CACTI-D has an

Metric Actual value CACTI-D error

Area efficiency 56% -6.2%
Activation delay (tRCD) (ns) 13.1 4.5%
CAS latency (ns) 13.1 -5.8%
Row cycle time (tRC) (ns) 52.5 -8.2%
ACTIVATE energy (nJ) 3.1 -25.2%
READ energy (nJ) 1.6 -32.2%
WRITE energy (nJ) 1.8 -33%
Refresh power (mW) 3.5 29%

Table 2: Results of CACTI-D DRAM model validation

with respect to a 78nm Micron 1Gb DDR3-1066 x8

DRAM.

average error of about 20% across the dimensions of access
time, area, and power. Given the generic nature of CACTI-
D, and the variation of specific fabrication processes from
the ITRS roadmap, we consider this error to be reasonable.

In order to validate our DRAM modeling, we com-
pare projections produced by CACTI-D against timing and
power data of a 78nm Micron 1Gb DDR3-1066 x8 DRAM
device [1]. For timing, we refer to the datasheet of the
DRAM device and for power we use the DDR3 Micron
power calculator [2]. While the area efficiency of the ac-
tual device is not known, we assume its area efficiency to
be 56% based on the area efficiency value specified in the
ITRS [32] for a 6F2 cell based DRAM. Table 2 shows the
timing and power data obtained for the 78nm Micron device
and the error values with respect to the chosen CACTI-D so-
lution. Multiple CACTI-D solutions are feasible with var-
ied area/delay/power tradeoffs; because of the premium on
price per bit of commodity DRAM we select one with high
area efficiency. The ACTIVATE, READ, and WRITE ener-
gies for the Micron device have been computed by appropri-
ate specification of system usage conditions in the Micron
power calculator, and then using the values of power com-
ponents and average delay between commands that it gen-
erates. Note that ACTIVATE energy includes energy due to
both activation and precharging. It can be seen that there is
good agreement in all metrics with an average error of 16%.

3 Stacked Last Level Cache (LLC) Study

We illustrate the utility of CACTI-D by applying it to
the design and architectural evaluation of stacked last level
SRAM, LP-DRAM, or COMM-DRAM based caches at the
32nm node for a multicore multithreaded processor archi-
tecture.

3.1 System Architecture

Figure 2 shows a block diagram of our assumed system
architecture. The processor chip is assumed to be composed
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Figure 2: System architecture for LLC study.

of a 2-layer die stack with the top die implementing the
shared last level (L3) cache. The bottom die is composed
of 8 multithreaded 32nm Niagara-like cores with one 4-way
SIMD FPU per core. Each core is assumed to have 32KB
8-way set-associative private SRAM-based L1 instruction
and data caches and a 1MB 8-way set-associative private
SRAM-based unified L2 cache. The main memory sub-
system is assumed to be composed of two channels with
each channel connected to a single-ranked 8GB DIMM that
is made up of 8Gb DDR4-3200 devices which are also as-
sumed to be fabricated on 32nm technology.

We assume that the LLC is composed of 8 banks con-
nected to the 8 L2 banks of the core die through a crossbar
implemented in the core die. For the 3D connections, we as-
sume face-to-face through-silicon via technology similar to
that described in [28] which has sub-FO4 communications
delays. We compute the area occupied by the bottom die by
scaling the area of Niagara [17] core components to 32nm
and using CACTI-D to compute the area of the L1 and L2
caches. The area available per LLC bank is fixed to be 1/8th
of the bottom core area and this comes out to be 6.2mm2.

3.2 Application Benchmarks

SPEC benchmarks fit in caches much smaller than the
192MB caches we study, and many other benchmarks have
had their data sets limited to reduce simulation running
time. In order to exercise our very large caches, we use a

subset of NAS Parallel Benchmark (NPB) [14] applications
in our chip multiprocessor system LLC study. We scaled
the version 3.2.1 NPB applications to match our simulated
system. We skipped the initialization phase of each bench-
mark, and then started timing simulation and data collec-
tion. We executed 10 billion instructions after initializa-
tion. OpenMP versions of NPB applications were used to
distribute the workload across 32 hardware threads. The
benchmarks were compiled with the Intel C and Fortran
compilers (ver. 10.1).

3.3 Simulation Methodology

HP Labs’ COTSon simulator [9] based on AMD’s Sim-
Now infrastructure is used for performance evaluation with
timing simulation modified for our target system. A full-
system emulator executes each multithreaded NPB applica-
tion on top of the guest OS (Linux), generating instruction
sequences with supplementary information like thread ID
and synchronization primitives annotated. The timing simu-
lator takes these instruction sequences, distributes them into
simulated cores by thread mapping, and executes them fol-
lowing the constraints imposed by synchronization primi-
tives such as locks and barriers. Four hardware threads are
executed concurrently in a simulated core and each thread
is modeled to execute a floating point arithmetic instruction
every cycle (modeling SIMD execution), and all other in-
structions every 4 cycles on average with up to 1 memory
request generated to the L1 cache per cycle. A MESI pro-
tocol is used for cache coherency.

3.4 Operational Considerations for Em-
bedded/Stacked DRAM Cache

In Section 2.3.4 we discussed the different operational
models and options associated with operating an embedded
or stacked DRAM. An embedded/stacked DRAM can either
be operated using a main memory-like interface or it may
be operated using an SRAM-like interface with an optional
multibank or multisubbank interleaving cycle time added to
its timing interface in order to improve throughput. When
the embedded/stacked DRAM is employed as cache there
are certain additional considerations related to cache access
that influence the choice of DRAM operational model. In
a DRAM cache, the access granularity is a cache line (less
than 1Kb), which is much smaller than a DRAM page size
(the LP-DRAM and COMM-DRAM caches in our LLC
study have page sizes of either 8Kb or 16Kb). For a normal
access mode where both tags and data are accessed concur-
rently, it is natural to map a cache set to a DRAM page (Fig-
ure 3(a)) since all the cache lines in a set will be fetched dur-
ing a cache access, exploiting locality within a page. How-
ever for a sequential access cache, where data is accessed
only after the tag lookup in order to save energy [35], map-
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Figure 3: Mapping between cache lines and DRAM pages: a cache set is either (a) mapped to a page, or (b) striped

across pages. The numbers within a cache line are the cache tag followed by the set number.

ping cache sets to DRAM pages does not provide locality
since the specific cache line to access in a cache set is de-
termined during the tag lookup phase, and it is unlikely that
another cache line in the set will be accessed before a line
in another set is accessed. Another possible mapping is to
stripe cache sets across DRAM pages (Figure 3(b)). In this
case, each DRAM page contains the same way in sequential
cache sets. However since a cache set is fully associative,
addresses in a DRAM page would not usually be sequential
even when cache sets are sequential.

So for both mapping scenarios, an open page policy is
not likely to be beneficial because the page hit ratio be-
tween successive memory requests is very low. When the
size of a DRAM page is larger than a cache set, mapping
multiple cache sets into a DRAM page improves spatial lo-
cality of a DRAM cache for sequential accesses, however its
performance advantage is limited by the random access na-
ture of last-level caches which receive interleaved requests
across multiple simultaneously executed threads. Thus for
our study, we operate DRAM caches using an SRAM-like
interface with multisubbank interleaving and map multiple
cache sets to DRAM pages.

4 Results

4.1 CACTI-D Cache Projections

We use CACTI-D to obtain projections for all levels of
the memory hierarchy including L1, L2, and L3 caches, and
main memory DRAM chips. With the optimization method-
ology of CACTI-D, for a given memory and cache input
specification it is possible to obtain various feasible solu-
tions that exhibit tradeoffs in area, access time, cycle times,
dynamic energy, and leakage power. We apply optimiza-
tions and selected appropriate configurations for each level.
Table 3 shows the values of key metrics of the caches and
main memory used in our architectural study. For this study,
we fix the clock frequency of the processor cores to 2GHz
based on the access time of the 32KB L1 instruction and
data cache.

For the 8-banked L3 cache, we consider 5 design op-
tions: 24MB (SRAM), 48MB and 72MB (LP-DRAM),
and 96MB and 192MB (COMM-DRAM). For each DRAM
technology, we choose one solution that is optimized for
capacity (config C) and another one that uses smaller mats
with better energy and delay properties (config ED) and the
same associativity as the SRAM L3. We limit the clock fre-
quency relative to the core for each cache configuration by
limiting the maximum number of pipeline stages inside any
of the caches to 6. Note that the access times shown in Table
3 are just for cache access and do not include communica-
tion or control delays. It can be seen that the access time
and random cycle time of the 6MB LP-DRAM L3 bank
is the same as that of the 3MB SRAM L3 bank. The ac-
cess times of the COMM-DRAM configurations are about
3 times higher than that of comparable LP-DRAM configu-
rations but still much smaller than that of the main memory
DRAM chip because of their smaller capacity2. By sacrific-
ing capacity, the 48MB LP-DRAM and the 96MB COMM-
DRAM are able to have lower dynamic energy per read ac-
cess than the 72MB LP-DRAM and the 192MB COMM-
DRAM respectively. Because of the large access granular-
ity of a main memory DRAM access and because 8 chips
have to be accessed in parallel, the dynamic energy of a
read access is much higher for main memory than for a L3
cache. Leakage of both LP-DRAM L3s (2.0W and 2.1W)
is less than that of the SRAM L3 (3.6W) even though we
have modeled an aggressive leakage control mechanism for
the SRAM L3 similar to that of the 65nm Xeon [8].

We compute miss penalties for use inside the architec-
tural simulator by considering cache hit times, tag array ac-
cess times, and communication and control delays involved
in transfer of information between cache levels. While com-
puting miss penalty on an L2 miss we consider the com-
munication delay through the crossbar between L2 and L3.
Inside CACTI-D we incorporate a model [39] for the delay
and energy consumed in a crossbar. We compute the length

2The access time shown for the main memory DRAM chip is the sum
of tRCD and CAS latency.
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L1 L2 L3 Main Memory
Parameter SRAM LP DRAM COMM DRAM DRAM chip

ED C ED C

Capacity 32KB 1MB 24MB 48MB 72MB 96MB 192MB 8Gb
Number of banks 1 1 8 8 8 8 8 8
Number of subbanks 1 4 4 32 16 64 32 64
Associativity 8 8 12 12 18 12 24 N/A
Clock frequency w.r.t. CPU 1 1 1 1 1 1/3 1/4 1/16
Access time (CPU cycles) 2 3 5 5 7 16 21 61
Random cycle time (CPU cycles) 1 1 1 1 3 5 10 98
Area (mm2) 0.17 2.0 6.2 5.7 6.0 4.8 6.2 115
Area efficiency (%) 25 67 64 36 51 30 47 46
Standby/Leakage power (W) 0.009 0.157 3.6 2.0 2.1 0.015 0.026 0.091
Refresh power (W) 0 0 0 0.3 0.12 0.00018 0.001 0.009
Dynamic read energy per cache line (nJ) 0.07 0.27 0.54 0.54 0.59 0.6 0.92 14.2

Table 3: Projections of key properties of the various caches and main memory chip at the 32nm node.

of the interconnect route between L2 and L3 by measuring
the dimensions of the 8x8 crossbar from the Niagara2 die
photo and then scaling to 32nm.

4.2 IPC

Figure 4(a) shows the instructions per cycle (IPC) and
the average read latency results for our applications on 6
different cache configurations. Because threads are exe-
cuted in order, correlation between the IPC and the aver-
age read latency is high. We can group the applications by
their memory access and working set characteristics. First,
on ft.B and lu.C the majority of working sets not fitting in
the L2 cache can be located within the L3 cache, so con-
figurations with L3 caches achieve much higher IPCs and
lower average read latencies. On both applications (espe-
cially lu.C), the SRAM L3 cache is not big enough, so this
causes higher miss rates compared to the LP-DRAM L3
caches leading to lower performance. The COMM-DRAM
L3 caches don’t gain a performance advantage over the LP-
DRAM L3 caches for these applications since their L3 miss
rates are low (less than 9%) and the latency and the band-
width of the COMM-DRAM caches are worse than those
of the LP-DRAM caches. Second, the majority of work-
ing sets not fitting in the L2 cache are bigger than the size
of L3 caches in bt.C, is.C, mg.B, and sp.C. However since
there is locality while accessing these datasets on these ap-
plications, bigger L3 caches decrease the number of main
memory requests and improve the performance of the ap-
plications. The amount of performance improvement on
different cache configurations is the function of 1) the fre-
quency of the L3 accesses per instruction, and 2) the sen-
sitivity of L3 misses over L3 capacity. The performance of
the last set of applications, ua.C and cg.C, is not very sen-
sitive to the size of the L3 caches. In ua.C, it is because
the frequency of the L3 accesses are very low, so that there

are few cache misses regardless of the cache configurations.
In cg.C, working sets not fitting in the L2 cache do not ex-
perience locality, so all L3 caches fail to filter the memory
requests to main memory.

Figure 4(b) shows the normalized execution cycle break-
down of the applications. The execution cycle is broken
down into six categories: threads are processing instruc-
tions not waiting for memory requests; threads are stalled
and L2 caches are serving requests; threads are stalled and
L3 caches are serving requests; threads are stalled and main
memories are serving requests; threads are idle waiting for
all the threads to reach a barrier; threads wait for other
threads to release locks. From the Figure 4(b), it can be
seen that memory access time occupies the majority of the
execution cycles. In all the applications, the introduction
of an L3 cache reduces the memory access time. However
making the L3 cache larger either saves total execution cy-
cles by reducing the memory access time further, or makes
performance worse when the reduction in memory access
time cannot justify the latency and bandwidth penalty of the
larger L3.

4.3 Memory Hierarchy Power and System
Energy-Delay

For each application Figure 5(a) shows the breakdown
of power consumed in the memory hierarchy of the dif-
ferent system configurations. We assume a memory bus
power of 2mW/Gb/s suitable for the 2013 time-frame. On
average, over all applications, the memory hierarchy with
no L3 consumes 6.6W, which accounts for 23% of system
power. The addition of an LLC has the potential to reduce
power by reducing the number of accesses to main mem-
ory, thereby saving on bus power and dynamic power con-
sumed in the memory chips. However, the addition of an
LLC can increase memory hierarchy power by consuming
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Figure 4: (a) IPC and average read latency, and (b) normalized execution cycle breakdown of NPB applications on

different cache configurations.

leakage and refresh power. For each application, the addi-
tion of the SRAM or LP-DRAM L3s results in an increase
in the memory hierarchy power because the reduction in
main memory and bus power is not enough to overcome the
additional leakage of these logic process based caches. On
average, the SRAM, LP-DRAM config ED, and LP-DRAM
config C increase memory hierarchy power by 58%, 37%,
and 35% respectively. The COMM-DRAM L3s perform
best by increasing the memory hierarchy power by the least
amount. For bt.C, ft.B, lu.C, and ua.C, the COMM-DRAM
L3s are successful in reducing the memory hierarchy power
slightly. Overall, on average, the 96MB config ED and the
192MB config C COMM-DRAM L3s increase memory hi-
erarchy power by 1.2% and 2.3% respectively. Thus the
memory hierarchy power of ED and C configurations are
not that different. For either DRAM technology, the lower
dynamic energy of config ED does not help much because
L3 dynamic power is a relatively small percentage of to-
tal memory hierarchy power. Similarly the greater capacity

and worse dynamic energy of config C do not hurt much in
terms of power because both config C and config ED have
comparable leakage power. When combined with the fact
that the performance of the benchmarks is not too sensitive
to L3 access time and random cycle time, these trends sug-
gest that leakage power should be a primary consideration
in the design of L3 caches.

In all system configurations including those with
COMM-DRAM L3s, the main power drain in the memory
hierarchy is the main memory chips. In the system with the
192MB COMM-DRAM L3, dynamic power in main mem-
ory DRAMs on average accounts for 26% of the memory hi-
erarchy power while standby accounts for 22%. Our system
architecture included only two DIMMs distributed over two
channels. In systems with more memory capacity per chan-
nel, standby power in the memory chips can account for an
even greater percentage and become a dominant component
of system power.
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Figure 5: (a) Memory hierarchy power, (b) system power breakdown and system energy-delay product

For each application and for each system configuration,
Figure 5(b) shows breakdown of system power into core
power and memory hierarchy power, and system energy-
delay product normalized with respect to the system with
no L3. We compute core power by scaling the power of
the 90nm Niagara (63W) to 32nm. We scale the power by
assuming linear scaling for capacitance, increase in CPU
clock from 1.2GHz to 2GHz, reduction in VDD from 1.2V
to 0.9V, and 40% of power to be leakage power. We also
adjust core power suitably to account for the fact that the
processor die that we have considered has 8 4-way SIMD
FPUs per core whereas the 90nm Niagara had just 1 FPU
per chip. With these assumptions, we compute total core
power of the bottom die to be 22.3W.

Because of the high contribution of standby and leakage
power in both memory hierarchy power and core power,
when the addition of an L3 results in reduction of execu-
tion time, it is also beneficial for system energy-delay. Be-
cause of its high leakage power, the SRAM L3 is able to

improve system energy-delay for only 4 applications even
though it improves the execution time of 7. The LP-DRAM
L3s do better than the SRAM L3, but the COMM-DRAM
L3s perform best. On average, the 96MB COMM-DRAM
L3 improves system energy-delay by 33% while the 192MB
improves it by 40%.

We also studied the temperature increase due to stacking
of L3 die of different technologies by using HotSpot [33].
The maximum power density is with the stacked SRAM
L3, but since we have modeled long-channel HP transistors
and aggressive leakage control mechanisms, the maximum
power consumed per bank is only about 450mW. The maxi-
mum observed temperature difference between the different
technologies was less than 1.5K.

5 Related Work

Apart from CACTI [35,40], there are a number of SRAM
and cache modeling efforts in the literature. The effort
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by Amrutur and Horowitz [4, 5] has influenced subsequent
SRAM modeling efforts including CACTI-D. CACTI-D
follows [5] in the use of the method of logical effort for
sizing decoders. A major contribution of eCACTI [20] was
the incorporation of a leakage power model into CACTI;
CACTI 4 and CACTI 5 both borrow the leakage power
modeling methodology of eCACTI. Rodriguez and Ja-
cob [30] incorporated SRAM data for 90/65/45/32nm tech-
nologies based on predictive models, and modeled the im-
pact of pipelining overhead in caches. Zeng, Rose, and
Guttman developed PRACTICS [41] which also added
a DRAM delay model whose access time was validated
against a 250nm NEC embedded DRAM design. Liang,
Turgay, and Brooks [19] made use of a mixture of analyti-
cal and empirical methods in order to improve the accuracy
of SRAM power models. CACTI-D adds to these exist-
ing efforts by providing a new technology modeling foun-
dation as well as support for DRAM technologies and op-
erational models, making it possible to model the complete
memory hierarchy with consistent models all the way from
SRAM based L1 caches through main memory DRAMs on
DIMMs. CACTI 6.0 [25] extended CACTI 5.0 by adding
support for modeling of NUCA (Non Uniform Cache Ac-
cess) architecture and interconnect alternatives. CACTI-D
development proceeded concurrently with CACTI 6.0.

Black et al. [6] described a stacked last level cache study
in which they carried out architectural evaluation of stacked
COMM-DRAM and SRAM L2 caches and showed the ar-
chitectural and thermal benefits of incorporating a stacked
COMM-DRAM L2. Our last level cache (LLC) study is
similar in concept to that carried out by Black et al., with
several differences. First, we use CACTI-D to model LP-
DRAM caches in addition to SRAM and COMM-DRAM
caches. Second, with the CACTI-D framework we are able
to study area, access time, bandwidth, and energy tradeoffs
of a large set of organizations, capacities, and policies for
the three technologies. Third, with CACTI-D we are able to
provide a detailed energy breakdown of power consumed in
the memory hierarchy.

Numerous other studies have also been carried out in
the area of 3D die stacked architectures. 3DCacti [36] ex-
tended CACTI to consider different design possibilities of
partitioning a memory array for multilayer 3D implemen-
tation. Puttaswamy and Loh [28] also carried out a study
that looked at alternative partitioning strategies. Kgil et al.
evaluated the performance of PicoServer [16], a 3D multi-
core architecture that assumed connection of slower, sim-
pler, low power cores directly to main memory in a stacked
die. Li et al. [18] studied memory networking and data
management considerations for a 3D architecture. Jaleel,
Mattina, and Jacob [13] carried out a last level cache study
that showed the architectural benefits of having a shared
last level cache for parallel bioinformatics workloads with a

large degree of data sharing. In their study, they used miss
rates as the evaluation metric and did not look at the impact
of latency.

6 Conclusions

We have introduced CACTI-D, a comprehensive mem-
ory modeling tool that supports modeling of logic pro-
cess based DRAM (LP-DRAM) and commodity DRAM
(COMM-DRAM) technologies in addition to SRAM. With
CACTI-D, uniform modeling of the complete memory hi-
erarchy all the way from SRAM based L1 caches through
main memory DRAMs on DIMMs is now possible.

We illustrated the utility of CACTI-D by carrying out a
study of last level cache (LLC) tradeoffs involving SRAM,
LP-DRAM, and COMM-DRAM L3 caches for a multicore
multithreaded architecture. We used CACTI-D to model the
area, access time, dynamic read and write energy per access,
and standby and leakage power of all memory components
of our study including L1, L2, and L3 caches, and main
memory DRAMs. We carried out an architectural study to
evaluate the different system configurations through simu-
lation of benchmarks with large data set sizes. On average,
execution time of applications was reduced by the addition
of any of the considered L3s, but the 96MB and 192MB
COMM-DRAM L3s achieved the best reduction of 39%
and 43% respectively. The COMM-DRAM LLCs also per-
formed best in terms of system power and system energy-
delay product. On average, the 96MB improved system
energy-delay product by 33% while the 192MB improved
it by 40%. For each application, the logic process based
SRAM and LP-DRAM based caches resulted in an increase
in memory hierarchy power and system power because of
their higher leakage. On average, the LP-DRAM L3s per-
formed better than the SRAM L3 in all metrics. Finally,
the high percentage of main memory system power we ob-
served due to standby power suggests that appropriate use
of DRAM power-down modes, combined with supporting
operating system policies, may significantly reduce main
memory power.
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