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Emerging Memory Technologies Lectures 

Â These slides are from the Scalable Memory Systems course 
taught at ACACES 2013 (July 15-19, 2013) 

 

Â Course Website: 

Â http ://users.ece.cmu.edu/~omutlu/acaces2013 -memory.html 

 

Â This is the second lecture on this topic:  

Ç Lecture 4a (July 18, 2013): Emerging Memory Technologies 
and Hybrid Memories: Hybrid Memory Design and 
Management (pptx)  (pdf)  
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Hybrid Memory Systems 

 

 

 

 

 

 

 

 

 

 
Meza+, ñEnabling Efficient and Scalable Hybrid Memories,ò IEEE Comp. Arch. Letters, 2012. 

Yoon, Meza et al., ñRow Buffer Locality Aware Caching Policies for Hybrid Memories,ò ICCD 
2012 Best Paper Award. 

 

 

CPU 
DRA
MCtrl 

Fast, durable  
Small,  

leaky, volatile,  
high-cost 

Large, non-volatile, low-cost 
Slow, wears out, high active energy 

PCM 
Ctrl DRAM Phase Change Memory (or Tech. X) 

Hardware/software manage data allocation and movement  
to achieve the best of multiple technologies 



One Option: DRAM as a Cache for PCM 

Â PCM is main memory; DRAM caches memory rows/blocks 

Ç Benefits: Reduced latency on DRAM cache hit; write filtering 

Â Memory controller hardware manages the DRAM cache 

Ç Benefit: Eliminates system software overhead 

 

Â Three issues: 

Ç What data should be placed in DRAM versus kept in PCM? 

Ç What is the granularity of data movement?  

Ç How to design a low-cost hardware-managed DRAM cache? 

 

Â Two idea directions: 

Ç Locality-aware data placement [Yoon+ , ICCD 2012]  

Ç Cheap tag stores and dynamic granularity [Meza+, IEEE CAL 2012]  
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DRAM as a Cache for PCM 

Â Goal: Achieve the best of both DRAM and PCM/NVM 

Ç Minimize amount of DRAM w/o sacrificing performance, endurance 

Ç DRAM as cache to tolerate PCM latency and write bandwidth 

Ç PCM as main memory to provide large capacity at good cost and power 
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DATA 

PCM Main Memory 

DATA T 

DRAM Buffer 

PCM Write Queue 

T=Tag-Store 

Processor 

Flash 

Or 

HDD 

Qureshi+, Scalable high performance main memory system using phase-change memory technology,  ISCA 2009.  
 



Write Filtering Techniques 

Â Lazy Write: Pages from disk installed only in DRAM, not PCM 

Â Partial Writes:  Only dirty lines from DRAM page written back 

Â Page Bypass: Discard pages with poor reuse on DRAM eviction 

 

 

 

 

 

 

 

 

Â Qureshi et al., Scalable high performance main memory system 
using phase-change memory technology,  ISCA 2009.  
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Results: DRAM as PCM Cache (I) 

Â Simulation of 16-core system, 8GB DRAM main-memory at 320 cycles, 
HDD (2 ms) with Flash (32 us) with Flash hit -rate of 99%  

Â Assumption: PCM 4x denser, 4x slower than DRAM  

Â DRAM block size = PCM page size (4kB)  

 

9 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

db1 db2 qsort bsearch  kmeans  gauss daxpy vdotp gmean

N
o

rm
a

li
z
e

d
 E

x
e
c

u
ti

o
n

 T
im

e

8GB DRAM

32GB PCM

32GB DRAM

32GB PCM + 1GB DRAM

Qureshi+, Scalable high performance main memory system using phase-change memory technology,  ISCA 2009.  
 



Results: DRAM as PCM Cache (II) 

Â PCM-DRAM Hybrid performs similarly to similar-size DRAM 

Â Significant power and energy savings with PCM-DRAM Hybrid 

Â Average lifetime: 9.7 years (no guarantees) 
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Row Buffer Locality Aware 

Caching Policies for Hybrid Memories 

 

 

 

 

HanBin Yoon, Justin Meza, Rachata Ausavarungnirun, Rachael Harding, and Onur Mutlu, 
"Row Buffer Locality Aware Caching Policies for Hybrid Memories"  

Proceedings of the 30th IEEE International Conference on Computer Design (ICCD ),  
Montreal, Quebec, Canada, September 2012. Slides (pptx) (pdf)   
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Hybrid Memory 

ÅKey question:  How to place data between the 
heterogeneous memory devices? 
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DRAM PCM 

CPU 

MC MC 



Outline 

ÅBackground: Hybrid Memory Systems 

ÅMotivation: Row Buffers and Implications on 
Data Placement 

ÅMechanisms: Row Buffer Locality-Aware 
Caching Policies 

ÅEvaluation and Results 

ÅConclusion 
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Hybrid Memory: A Closer Look 
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MC MC 

DRAM 
(small capacity cache) 

PCM 
(large capacity store) 

CPU 

Memory channel 

Bank Bank Bank Bank 

Row buffer 



 

 

 

 

 

 

 

    Row (buffer) hit: Access data from row buffer Ą fast 

    Row (buffer) miss: Access data from cell array Ą slow 

LOAD X LOAD X+1 LOAD X+1 LOAD X 

Row Buffers and Latency 
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Key Observation 

ÅRow buffers exist in both DRAM and PCM 

ïRow hit latency similar in DRAM & PCM [LeeҌ L{/!Ωлф] 

ïRow miss latency small in DRAM, large in PCM 
 

ÅPlace data in DRAM which 

ïis likely to miss in the row buffer (low row buffer 
locality)Ą miss penalty is smaller in DRAM 

 AND 

ïis reused many times Ą cache only the data 
worth the movement cost and DRAM space 
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RBL-Awareness: An Example 
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[ŜǘΩǎ ǎŀȅ ŀ ǇǊƻŎŜǎǎƻǊ ŀŎŎŜǎǎŜǎ ŦƻǳǊ Ǌƻǿǎ 

Row A Row B Row C Row D 



RBL-Awareness: An Example 
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[ŜǘΩǎ ǎŀȅ ŀ ǇǊƻŎŜǎǎƻǊ ŀŎŎŜǎǎŜǎ ŦƻǳǊ Ǌƻǿǎ 
with different row buffer localities (RBL) 

Row A Row B Row C Row D 

Low RBL 
(Frequently miss 

in row buffer) 

High RBL 
(Frequently hit 
in row buffer) 

Case 1: RBL-Unaware Policy (state-of-the-art) 
Case 2: RBL-Aware Policy (RBLA) 



Case 1: RBL-Unaware Policy 
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A row buffer locality-unaware policy could 
place these rows in the following manner 

DRAM 
(High RBL) 

PCM 
(Low RBL) 

Row C 
Row D 

Row A 
Row B 



RBL-Unaware:   Stall time is 6 PCM device accesses 

Case 1: RBL-Unaware Policy 
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DRAM (High RBL) 

PCM (Low RBL) A B 

C D C C D D 

A B A B 

Access pattern to main memory: 
A (oldest), B, C, C, C, A, B, D, D, D, A, B (youngest) 

time 



Case 2: RBL-Aware Policy (RBLA) 
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A row buffer locality-aware policy would 
place these rows in the opposite manner 

DRAM 
(Low RBL) 

PCM 
(High RBL) 

Ą Access data at lower row 
buffer miss latency of DRAM 

Ą Access data at low row 
buffer hit latency of PCM 

Row A 
Row B 

Row C 
Row D 



Saved cycles 

DRAM (High RBL) 

PCM (Low RBL) 

Case 2: RBL-Aware Policy (RBLA) 
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A B 

C D C C D D 

A B A B 

Access pattern to main memory: 
A (oldest), B, C, C, C, A, B, D, D, D, A, B (youngest) 

DRAM (Low RBL) 

PCM (High RBL) 

time 

A B 

C D C C D D 

A B A B 

RBL-Unaware:   Stall time is 6 PCM device accesses 

RBL-Aware: Stall time is 6 DRAM device accesses 
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ÅMotivation: Row Buffers and Implications on 
Data Placement 

ÅMechanisms: Row Buffer Locality-Aware 
Caching Policies 

ÅEvaluation and Results 

ÅConclusion 

24 



Our Mechanism: RBLA 

1. For recently used rows in PCM: 

ïCount row buffer misses as indicator of row buffer 
locality (RBL) 

 

2. Cache to DRAM rows with misses ² threshold 

ïRow buffer miss counts are periodically reset (only 
cache rows with high reuse) 
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Our Mechanism: RBLA-Dyn 

1. For recently used rows in PCM: 

ïCount row buffer misses as indicator of row buffer 
locality (RBL) 

 

2. Cache to DRAM rows with misses ² threshold 

ïRow buffer miss counts are periodically reset (only 
cache rows with high reuse) 

 

3. Dynamically adjust threshold to adapt to 
workload/system characteristics 

ïInterval-based cost-benefit analysis 26 



Implementation: ñStatistics Storeò 

ÅGoal: To keep count of row buffer misses to 
recently used rows in PCM 

 

ÅHardware structure in memory controller 

ïOperation is similar to a cache 

ÅInput: row address 

ÅOutput: row buffer miss count 

ï128-set 16-way statistics store (9.25KB) achieves 
system performance within 0.3% of an unlimited-
sized statistics store 
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Outline 

ÅBackground: Hybrid Memory Systems 

ÅMotivation: Row Buffers and Implications on 
Data Placement 

ÅMechanisms: Row Buffer Locality-Aware 
Caching Policies 

ÅEvaluation and Results 

ÅConclusion 
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Evaluation Methodology 

ÅCycle-level x86 CPU-memory simulator 

ïCPU: 16 out-of-order cores, 32KB private L1 per 
core, 512KB shared L2 per core 

ïMemory: 1GB DRAM (8 banks), 16GB PCM (8 
banks), 4KB migration granularity 

Å36 multi-programmed server, cloud workloads 

ïServer: TPC-C (OLTP), TPC-H (Decision Support) 

ïCloud: Apache (Webserv.), H.264 (Video), TPC-C/H 

ÅMetrics: Weighted speedup (perf.), perf./Watt 
(energy eff.), Maximum slowdown (fairness) 
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Comparison Points 

ÅConventional LRU Caching 

ÅFREQ:  Access-frequency-based caching 

ïtƭŀŎŜǎ άƘƻǘ Řŀǘŀέ ƛƴ ŎŀŎƘŜ [JiangҌ It/!Ωмлϐ 

ïCache to DRAM rows with accesses ² threshold 

ïRow buffer locality-unaware 

ÅFREQ-Dyn: Adaptive Freq.-based caching 

ïFREQ + our dynamic threshold adjustment 

ïRow buffer locality-unaware 

ÅRBLA: Row buffer locality-aware caching 

ÅRBLA-Dyn:  Adaptive RBL-aware caching 30 
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14% 

Benefit 1: Increased row buffer locality (RBL) 
in PCM by moving low RBL data to DRAM 

17% 

Benefit 1: Increased row buffer locality (RBL) 
in PCM by moving low RBL data to DRAM 

Benefit 2: Reduced memory bandwidth 
consumption due to stricter caching criteria 

Benefit 2: Reduced memory bandwidth 
consumption due to stricter caching criteria 

Benefit 3: Balanced memory request load 
between DRAM and PCM 
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Increased performance & reduced data 
movement between DRAM and PCM 

7% 10% 13% 
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Our mechanism achieves 31% better performance 
than all PCM, within 29% of all DRAM performance 

31% 

29% 



Summary 

35 

ÅDifferent memory technologies have different strengths 

ÅA hybrid memory system (DRAM-PCM) aims for best of both 

ÅProblem:  How to place data between these heterogeneous 
memory devices? 

ÅObservation: PCM array access latency is higher than 
5w!aΩǎ ς But peripheral circuit (row buffer) access latencies 
are similar 

ÅKey Idea: Use row buffer locality (RBL) as a key criterion for 
data placement 

ÅSolution: Cache to DRAM rows with low RBL and high reuse 

ÅImproves both performance and energy efficiency over 
state-of-the-art caching policies 
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The Problem with Large DRAM Caches 

Â A large DRAM cache requires a large metadata (tag + 
block-based information) store 

Â How do we design an efficient DRAM cache? 
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DRAM PCM 

CPU 

(small, fast cache) (high capacity) 

Mem 
Ctlr 

Mem 
Ctlr 

LOAD X 

Access X 

Metadata: 
X Ą DRAM 

X 



Idea 1: Tags in Memory 

Â Store tags in the same row as data in DRAM 

Ç Store metadata in same row as their data 

Ç Data and metadata can be accessed together 

 

 

 

 

 

 

Â Benefit: No on-chip tag storage overhead 

Â Downsides:  

Ç Cache hit determined only after a DRAM access 

Ç Cache hit requires two DRAM accesses 
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Idea 2: Cache Tags in SRAM 

Â Recall Idea 1: Store all metadata in DRAM  

Ç To reduce metadata storage overhead 

 

Â Idea 2: Cache in on-chip SRAM frequently-accessed 
metadata 

Ç Cache only a small amount to keep SRAM size small 
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Idea 3: Dynamic Data Transfer Granularity 

Â Some applications benefit from caching more data 

Ç They have good spatial locality 

Â Others do not 

Ç Large granularity wastes bandwidth and reduces cache 
utilization 

 

Â Idea 3: Simple dynamic caching granularity policy 

Ç Cost-benefit analysis to determine best DRAM cache block size 

Ç Group main memory into sets of rows 

Ç Some row sets follow a fixed caching granularity 

Ç The rest of main memory follows the best granularity  

Â Costïbenefit analysis:  access latency versus number of cachings 

Â Performed every quantum 
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TIMBER Tag Management 

Â A Tag-In-Memory BuffER (TIMBER) 

Ç Stores recently-used tags in a small amount of SRAM 

 

 

 

 

 

 

 

 

Â Benefits: If tag is cached:  

Ç no need to access DRAM twice 

Ç cache hit determined quickly 
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TIMBER Tag Management Example (I) 

Â Case 1: TIMBER hit 
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