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Abstract interleaved data block can be a word, a cache line, multi-
ple cache lines, a page, or multiple pages. In general, using
DRAM row-buffer conflicts occur when a sequence of larger interleaved data blocks leads to more data locality in
requests on different rows goes to the same memory bank,.each DRAM row-buffer but lower concurrency among the
causing much higher memory access latency than requestsnultiple banks.
to the same row or to different banks. In this paper, we an-  Regarding the efforts of exploiting locality, people have
alyze the sources of row-buffer conflicts in the context of proposed techniques to take advantage of the row-buffer,
superscalar processors, and propogemanutation-based  which serves as a natural “cache” with a large block size.
page interleaving schemi® reduce row-buffer conflicts = Some DRAM manufacturers even add SRAM caches into
and to exploit data access locality in the row-buffer. Com- the DRAM chips. With the improvement of DRAM row-
pared with several existing schemes, we show that thebuffers in the accumulative size, exploiting row-buffer lo-
permutation-based scheme dramatically increases the hitcality is becoming more and more effective for memory
rates on DRAM row-buffers and reduces memory stall time system performance improvement. One major bottleneck
of the SPEC95 and TPC-C workloads. The memory stall limiting this effort comes from DRAM row-buffer con-
times of the workloads are reduced up to 68% and 50%, flicts which occur when a sequence of requests on different
compared with the conventional cache line and page inter- pages goes to the same bank, causing conflict misses in the

leaving schemes, respectively. row-buffer. Frequent row-buffer misses can significantly
increase access latency and degrade overall performance.
1 Introduction Compared with a row-buffer hit, a row-buffer miss may

cause additional DRAM precharge time and DRAM row
access time, which will be tens e on a typical DRAM.
eI'hus, the row-buffer hit time could be 30% to 50% less
than a row-buffer miss time.

Regarding the efforts of utilizing concurrency among
the DRAM banks, one commonly used technique is to in-
terleave small data blocks among memory banks. How-
ever, this approach limits the ability to effectively exploit
spatial locality in the row-buffer. To consider the trade-offs
between large and small data block interleaving schemes,
several schemes are proposed. Block interleaving [10]
is such an example used in vector supercomputers with
Cached DRAM.

Concurrent accesses to multiple interleaved memory
banks are supported in modern computer systems, wher
each bank has a row-buffer holding a page of datlith
the significant improvement in memory bandwidth, the
DRAM access speed is becoming more crucial to deter-
mine the memory stall time of a program execution [6].
One effective solution to address this issue is to utilize the
available concurrency among multiple DRAM banks, and
to exploit data locality available in the row-buffer of each
DRAM bank. However, conflicting performance benefits
exist between exploiting access concurrency and data lo-
cality in the row-buffer. Memory interleaving scheme de-
signs directly determine the effectiveness of the solution. A In this paper, we analyze the sources of the row-

conventional memory interleaving scheme allocates con- A
buffer conflicts in the context of superscalar processors.

secutively addressed data blocks to consecutive memory. : .
4 . ; ) Then we propose a memory interleaving scheme, called
banks using a modular mapping function. The size of the

permutation-based page interleavintp accomplish both

1For Direct Rambus DRAM, the row buffer size is one-half page, and the ObjeCti\_/eS of utilizing concurrency for rgducing row-
adjacent banks share half-page row buffers with each other. buffer conflicts and of exploiting access locality for reusing
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the datain the row-buffer. The stratgy is to generatehe
memorybankindex by XOR-ing two portionsof mem-
ory addressbits. The hardware cost of the interleaving
schemas trivial, andadditionalruntimeoverheadnvolved
is negligible. We evaluatethe performancef theproposed
interleaving schemefor SPEC95and TPC-C workloads
with execution-drvensimulations. Comparedwith exist-
ing schemeswe shaw thatthe permutation-basescheme
dramaticallyincreaseshe hit rateson DRAM row-buffers
and reducesmemory stall time of the workloads. The
memorystalltimesof theworkloadsarereducedipto 68%
and50%, andthe executiontimesarereducedup to 38%
and 19%, comparedwith the corventionalcacheline and
pageinterleaving schemesiespectiely.

We discusssomeissuesof memory systemdesignin
section2, andanalyzethesource®f row-buffer conflictsin
section3. We proposea permutation-baseglageinterlear-
ing schemen section4. After introducingour experimen-
tal environmentin section5, we presenperformanceom-
parisonshetweenthe permutation-baseplageinterleaszing
andthreeotherexistingschemes sectiong. Otherrelated
work is discussedn section?. Finally, we summarizehe
work in section8.

2 Memory SystemConsiderations

2.1 Open-pageand Close-pageStrategies

An acces$o DRAM consistof rowaccessaindcolumn
access During row accessa row of data(which is also
calleda pageof data)containingthe desireddatais loaded
into therow buffer. During columnaccessthe datais read
orwrittenaccordingo its columnaddressThepagecanbe
eitheropenor closedafteranaccessBoth stratgieshave
theiradvantagesindlimitations. In theopen-paestrateyy,
if the next accesdo the samebankgoesto the samepage,
only columnaccesss necessary However, if thenext ac-
cessis a row-buffer miss, the DRAM prechage will not
startuntil the requestarrives. The close-pae stratgy al-
lows the prechage to begin immediatelyafter the current
accessWhich stratgy will win mainly depend®ntheac-
cesspatternsof applications.If the row-buffer hit rateis
high, the open-pagetratgly shouldbe morebeneficial.

Most of our discussionsn the restof the paperarein
the contet of the open-pagestrateyy. We proposea mem-
ory interleaving schemeo improve therow-buffer hit rate.
Thus, the open-pagestrat@y is a natural choicefor our
purposesinceit reduceghe memoryaccesgime for page
hits.

2.2 Concurrent Memory Accesses

MostDRAM systemsiowadayshave multiple banksso
thatDRAM acces®perationsanbe performedon differ-

20necycle is normallyrequiredfor busturn-arouncbetweerreadand
write accesses.

Parameter Parametedescriptions
m thelengthof the memoryaddressn bits.
Cache-related | Parametedescriptions
C thecachesizein bytes.
S thenumberof setsin thecache.
N thenumberof blocksin a set.
B theblock sizein bytes.
s thelengthof the cachesetindex in bits.
s =log S =log C/(BN).
b thelengthof the cacheblock offsetin bits.
b =log B.
t thelengthof the cachetagin bits.
t=m—(s+b).
Memory-related| Parametedescriptions
K thenumberof memorybanks.
P thepagesizein bytes,whichis alsothe size
of therow_buffer.
R thenumberof pagegrows) in amemorybank.
k thelengthof thememorybankindex in bits.
k=log K.
p thelengthof the pageoffsetin bits. p = log P.
r thelengthof thepageindex in bits.
r=log R=m — (k + p).

Tablel: Parametersf amemorysystem.

entbanksn parallel.Contemporarguperscalgprocessors
exploit theinstruction-level parallelism(ILP) aggressiely
by performingout-of-orderexecutions speculatre execu-
tions, andnon-blockingload/store.A superscalaproces-
sor may issuemultiple memoryrequestssimultaneously
Although the processorcan keeprunning beforethe out-
standingmemoryrequestarefinished,its ability to toler
atelong memorylateng is still limited [22].

All concurrentmemoryaccessesan be classifiedinto
thefollowing threecateyories:

1. Accesseso the samepage in the samebank. These
accessefully exploit the spatiallocality and canbe
well pipelined. Prechage androw accessareneeded
to initiate the first access.Subsequenaccessesnly
requirecolumnaccess.

2. Accesseto differentpagesin differentbanks. Since
the accessesanbe donein parallel,the correspond-
ing operationsanalsobewell pipelined.

3. Accesseto different pagesin the samebank. These
accessesauserow-huffer conflicts Prechage and
row accessare neededto initiate eachaccess. The
operationgannotbe pipelined. Thus,the accesgat-
ternsbelongingto this category have muchhigherla-
teng thanthosebelongingto thefirst two cateyories,
andonly partially utilize the memorybandwidth.

2.3 Framework of Interleaving Schemes

A memorysystemis characterizedy a group of pa-
rametersn Tablel. Figurel shavsthebit representations
of amemoryaddresdor cornventionalcachdine andpage
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Figure 1: Bit representationsf amemoryaddresgor both cachead-
dressingand memoryaddressingvith corventionalcacheline and page
interlearing schemes.

interleaving, andgivestherelationshipbetweerthecache-
relatedrepresentatioandthe memory-relatedepresenta
tion for givenmemoryhierarchicakonfiguration.

Thecachdine interlearing schemeaiseshek bitsabove
thelow orderb bits (L2 block offset) asthe memorybank
index. In theuniprocessosystemtheprocessousuallyre-
guestgdatafrom thememoryin aunit of anL2 cacheline.
Thecachdine interleaving schemettemptso accessul-
tiple memorybanksuniformly (e.g. [5]). However, since
continuouscachdinesaredistributedin differentmemory
banks this schemenay not effectively exploit the datalo-
cality in therow buffer.

The corventionalpageinterleaving schemeusesthe &
bits above the low orderp bits (pageoffset) asthe bank
index. This balanceshetweenexploiting the datalocal-
ity in row buffer andreferencingnemorybanksuniformly.
However, it may causesevererow buffer conflictsin some
typical casesvhichwe will discussext.

Thehigh orderinterleaving schemeusesthe high order
k bits asthe bankindex. This exploits higherdatalocal-
ity thanlow orderinterleaving, but alsomakesaccesset
multiple bankslessuniform. In addition, continuousac-
cessesn DRAMs crossingthe pageboundarywill incur
prechageandrow access.Thus,thereis no benefitto ex-
ploit spatiallocality beyondthepagesize.

3 Sourcesof Row-buffer Conflicts

In the corventionalpageinterleaving, there are three
major sourcedor row-buffer conflictsandconflict misses:
L2 cacheconflictmissesL2 cachewritebadks andspecific
memoryaccesgatterns

3.1 L2 Conflict Misses

We will usethefollowing exampleto showv thatdataac-
cesspatternscausinglL2 conflict misseswill againcause
DRAM row-buffer conflicts and conflict missesunder
someconditions.

double X[ T], VY[T],
for (i =0; i <T; i ++)
sum += X[i] * Y[i];

Without losing generality we assumehe L2 cacheis

directmappedarraysX andY arecontiguouslyallocated

sum

in thememory andtheaddresslistancebetweenX [0] and
Y'[0] is a multiple of the cachesize. Thena pair of data
elementsX[¢] andY'[i] (¢ = 0,-- -, T — 1) will mapto the
samecacheline. Specifically if a cacheline holds E el-

ementsthe sequentiahccesse® X[0],Y[0],..., X [E —

1], Y[E — 1] will causd.2 conflictmissesandgeneratehe
following accesset themainmemory:

Z,Y,%,Y, ",T,Y

wherez andy arethe block addressesf X[i] and Y[¢]
(¢=0,---,E — 1), respectiely.

Whatwill happerin theDRAM banksfor thissequence
of memoryaccesses?To answerthis question,we need
to look into the bit representationsf theseaddresses-or
moderncomputessystemsthel 2 cachesizeis muchlarger
thantherow-buffer (page)size.In addition,theassociati-
ity of L2 cacheandthe numberof memorybanksarelim-
ited. Thus,thebankindex is a partof theL2 setindex, and
thepageindex compriseghe L2 tag(referto Figurel).

Sincex andy areblock addressemappedo the same
cacheline, their setindicesarethe same. Thus,z andy
sharethe samebankindex. Ontheotherhand,sincez and
y aredifferentblock addressesheir cachetagsmustbe
different. Thus, their pageindicesare also different. So
block addresses andy aremappedo the samebankbut
on differentpages.In this example,eachL2 conflict miss
(exceptthefirst one)will againcausea DRAM row-buffer
conflictmiss.

In summary any L2 conflictingaddresseqghaving the
samel 2 setindex but differentL2 tags)are row-huffer
conflicting(having the samebankindex but differentpage
indices) providing thattheL2 cachesizedividedby thelL2
cacheassociatiity is larger thanthe accumulateaize of
all the DRAM row-buffers. For similar reasonjn corven-
tional cachdine interleasing, any L2 conflictingaddresses
arealsorow-buffer conflicting.

3.2 L2 Writebacks

Thewritebackpolicy is commonlyusedin memorysys-
temsto presere dataconsisteng and systemefficiency.
When an L2 cachemiss happensijf the replacedcache
blockis dirty, it mustbewritten backto thememaoryor the
write buffer beforethemissedlockis readfrom themem-
ory. Sincethereadaddressandthe write addresselong
to differentmemorylocationsmappedto the samecache
set,they areL2 conflictingaddressesConsequentlythey
causea row-buffer conflict underpageinterleaving. Nor-
mally, programshave spatiallocality. When a sequence
of replacemenbn dirty cacheblocks happensthe reads
and writes conflict on the row-buffer and causefrequent
row-buffer conflict misseswherethe pageswith the read
addresseer thewrite addressearereplacedandretrieved
backandforth.



Write buffers can be usedto reduceprocessorstalls
waiting for memorywrites[7, 20]. The write buffer can
beimplementedvith readbypasgreadmisseshave higher
priority thanwrites) or with no-bypass.The write buffer
with no-bypassvill notchangeheaccespatternscausing
row-buffer conflicts. Thewrite buffer with readbypassan
alleviaterow buffer conflictsby postponinghewritebacks
and grouping consecutie readstogether The effective-
nessof the write buffer dependsot only on its size, but
alsoon whenthe buffereddataarewritten to the memory
Oneuwrite policy for reducingthe row-buffer conflictsis to
write the buffereddatato memoryonly whenthe number
pendingwritesreaches threshold.However, sincewrite-
backsare not issuedimmediatelywhenthe memorysys-
temis free,the delayedwritebackanaycompetewith sub-
sequenteadsandincreaseheir latencies. Anotherwrite
policy is to write the buffereddatato mainmemorywhen-
ever thereare no outstandingeads. However, the mem-
ory accesgatternsdo not changeso muchin this case.In
Section6, we will shav with experimentghatusingwrite
buffersmayreduceow-buffer missratesbut failsto reduce
memorystall time effectively.

3.3 SpecificMemory AccessPatterns

Somespecificmemoryaccesgatternanay causerow-
buffer conflicts. For example,whenthe distanceof mem-
ory locationsbetweerconsecutie dataelementsdeingac-
cesseds a multiple of the accumulatie size of all row
buffers of the memorybanks,eachelementis storedin a
differentpageof the samememorybank. Thus, continu-
ousaccessewill causeow-buffer conflicts.

4 A Permutation-basedPagelnterleaving

In orderto addresghe problemof row-buffer conflicts
causedy thethreesourcediscussedn the previous sec-
tion, we introducea new memory interleaving scheme
which generateslifferentbankindicesby retainingspatial
locality and by reducingrow-buffer conflicts. An attrac-
tive techniqueof generatingbit patternsusedin memory
addressings to XOR the original bit patternwith another
bit pattern[14]. Our interleaving schemes basedon this
technique.

4.1 The Schemeand its Properties

Our memoryinterlearing schemegcalled permutation-
basedpage interleaving is showvn in Figure2. The low
orderk bits of the L2 tag andthe original bankindex are
usedastheinputto a k-bit bitwise XOR logic to generate
the new bankindex. The pageindex andthe pageoffset
areunchangedTheselectiorof & bitsfrom thebankindex
underthecorventionalpageinterlearing schemekeepshe
samedegreeof datalocality, while the selectionof & bits
from the L2 tag attemptsto make a wide distribution of

bank index page offset

new
bank index

page index page offset

Figure2: Thepermutation-basepageinterleaing scheme

pagesamongbanksfor exploiting concurreng. Otherde-
signchoicescould be usedwith the samemappingprinci-
ple. We will discusghesédater

Let {(a,,_1am_2 - - - ag) bethebinaryrepresentatioof
amemoryaddressd. Thenthebankindex underthe con-
ventionalpageinterlearing, I, is (ag4+p—1 - - - ap). Thenew
bankindex after applyingthe permutation-basedagein-
terleaving scheme/’, is

a;=a; ®am—tyi—p fori=p,....;k+p—1 (1)
This interleaving schemehasthe following properties,

which areusefulin achieving the objectivesof exploiting
boththeconcurreng andthe datalocality:

1. L2-conflict addressesare distributed onto different
banks

Given ary two L2-conflict addressegheir bankin-
dicesin corventional page interlearing are identi-
cal, but their ¢-bit L2 tagsaredifferent. As long as
the low order k& bits of the two tags are different,
the k-bit XOR function will producetwo different
bankindices. Figure 3 shavs an example of map-
ping four L2-conflict addressesnto 16 banks. All

the four addressesire mappedonto the samebank
in corventionalpageinterlearing. After applyingthe
permutation-baseohgeinterlearing schemethey are
distributedontofour differentbanks.

2. The spatial locality of memoryrefeencesis pre-
served

All addresse# the samepageare still in the same
pageafterapplyingourinterleasing scheme.

3. Pages are uniformly mappedonto multiple memory
banks

The permutation-baseplageinterlearing schemestill
uniformly mapscontinuougpageontomultiplemem-
ory banks sincethecorventionabankindex informa-
tionis usedn themapping.Figure4 givesanexample
to shawv that continuouspagesareuniformly mapped
ontofour memorybanksby boththecorventionaland
thepermutation-basepageinterlearing schemes.
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Figure3: An exampleof mappingfour memoryaddressewith thecon-
ventionalpageinterleaing andthe permutation-basepageinterleaing
schemesOnly the k-bit bankindex andthelow orderk-bit of L2 tagare
shown for eachaddress.

Onewould think that spatiallocality of memoryrefer
encescould be maintainedandpageconflictscould be re-
ducedby usingonly thelow orderk bitsof theL2 tagasthe
bankindex, thusavoiding the XOR operation.Thelimit of
this approachs thatit mapsa large fraction of the mem-
ory spaceg(of the L2 cachesize)ontothe samebank. This
would createhot spotson somememorybanksandintro-
duceanew sourceof pageconflicts.

Thereare several alternatvesto the selectionof & bits
amongthe ¢-bit L2 tag. Sinceprogramshave datalocal-
ity, it is morelikely that higher order bits of L2-conflict
addressearethe same.Our experimentsshav thatchoos-
ing thelow orderk bits achievesor approachethe lowest
row-buffer missratefor all thebenchmarlprogramsused.

Otheroperationsuchas“add” and“subtract”canalso
beusedto generateéhebankindex for reducingrow-buffer
conflicts. However, sincethis operationis donefor each
memoryaccessit shouldbe executedasfastaspossible.

Wewill latershav in thepaperthattherisk for the XOR
operationto causemorerow-buffer conflictsis very small
in practice.A majorreasorfor thisis discusseasfollows.
Thememoryspacecanbedividedinto segmentsn theunit
of the cachesize. The XOR operationusesthe samek-bit
L2 tagfor the addressetn eachsegment. Thus, it does
not changethe conflicting relationshipbetweenary pair
of addressem eachseggment,whichis definedaswhether
the pair is mappedonto the samerow-buffer or not. Our
analysisalsoshows thatthe XOR operationmay increase
the chanceof conflictsonly for addresses somespecific
segmentboundaries. Sincethe cachesizeis sufiiciently
largein currentcomputersystemstheseaddresseform a
very smallsubsetn theentirememoryaddresspace.

4.2 Correctnesof the Scheme

Themappingunctionof amemoryinterlearing scheme
must satisfy the one-to-oneproperty [15]. For a given
memoryaddress4, we canobtainits memorylocation A’

low order conventional page interleaving
2-bit of

L2tag Bank 0 Bank 1 Bank 2 Bank 3 Bank 0 Bank 1 Bank 2 Bank 3
00 [ 1 2 3 ) 1 2 3

permutation-based page interleaving

01 L L+1 L+2 L+3 L+1 L L+3 L+2

10 2L 2L+1 2L+2 2L+3 2L+2 2L+3 2L 2L+1

11 3L 3L+1 3L+2 3L+3 3L+3 3L+2 3L+1 3L

Figure4: An exampleof mappingcontinuouspagesonto 4 memory
banksunderthe corventionalandthe permutation-basepageinterlea-
ing schemeswhereL is thenumberof pageghelL2 cachecanhold.

usingthe permutation-baseihterleasing schemeby com-
puting its bankindex I' usingequation(1). Corversely
for a given memory location A’, we can obtain its ad-
dressA by computing(ayp-1-.-ap) asa; ® ap,_;1;
fori = p,...,k + p— 1. In moderncomputersys-
tems,it is awaystruethat (s + b) > (k + p). Thus,for
i=p,...,k+p-—1,

@5 @ U 1imp = (8 © Am—t1i—p) ® Am—t1i—p = ;.
2
Thus, the permutation-basednapping function has the
one-to-oneproperty

4.3 Comparisonswith the SwappingScheme

Zurawski, Murray, andLemmon[28] presentaninter
leaving schemethat swapspartial bits of the L2 tag and
partial bits of the pageoffset, which is usedin the Al-
phaStatior600 5-seriesvorkstations We call it the swap-
ping schemen this paper Wong andBaer[27] studythe
performancef the swappingschemdor selectedSPEC92
benchmarlprogramsy findingtheoptimalnumberof bits
to beswappedfor theseprograms.

Figure5 describeghe swappingscheme.This scheme
maps every 2™ L2 conflict addresseqwith the same
(ap—1 ...ap—y)) to the samepage. Thus, if two L2 con-
flict misseshave the samehigh ordern bits in their page
offsets,they will causepagehits. However, if two L2 con-
flict misseshave differenthigh ordern bits in their page
offsets, they will still causepageconflicts. In addition,
the swappingschememay degradethe spatiallocality of
memoryreferencedecausehe block size of continuous
addressemsidea pageis decreaseffom 27 to 2P~". The
more bits that are swappedusing this method,the more
conflictmissescanberemoved,but thelessspatiallocality
is retained.In contrastthe permutation-baseschemee-
ducespageconflictsandpreseresdatalocality atthesame
time.

The swappingschemeattemptsto convert accesse$o
differentpagedn the samebankinto accesset thesame
page. The permutation-baseschemeattemptsto corvert
accessew differentpagesn the samebankinto accesses
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to differentbanks.Thepermutation-basesthemeanotonly
reducesthe row-buffer conflicts of currentaccesseshut
alsopotentiallyincreaseshe row-buffer hit ratesfor sub-
sequenaccesses.

5 Experimental Environment

Performanceevaluationis basedon execution-drven
simulations.We usethe SPEC9523] andthe TPC-C[24]
asworkloads,and use SimpleScalaf2] asthe basesim-
ulator The databaseystemwe have usedto supportthe
TPC-Cworkloadis the PostgreSQl(version6.5)[12].

In orderto comparedifferentinterleasing schemesye
have modifiedtwo programsn the SimpleScalatool set:
sim-cade and sim-outoder. We use the modified sim-
cacheto measureahe row buffer missrateto comparedif-
ferentinterlearing schemeson different memory system
configurationsata smallsimulationcost. This allows usto
investigatea wide rangeof choices.We usesim-outoder
to measurehe executiontime and collect detailedstatis-
tics of workloads. In additionto the DRAM, the memory
controlleranda bus with contentionare emulated. Bank
contentionDRAM prechage,DRAM refreshandproces-
sor/lussynchronizatiorarealsoconsideredn the simula-
tion.

We have usedsim-outoder to configurean 8-way pro-
cessorto settheload/storequeuesizeto 32, andto setthe
registerupdateunit sizeto 64 in the simulation. The pro-
cessoallowsupto 8 outstandingnemoryrequestsandthe
memorycontrollerhastheability to acceptupto 8 concur
rentmemoryrequestsReadsareallowedto bypasswrites.
The outstandingwrites are scheduledo memorymodules
assoonasthereareno outstandingeads.Table2 givesthe
major architecturalparameters.The 500 MHz processor
andthe 256-bit (32 bytes),83 MHz databus are usedin
CompadgWorkstationXP1000[4]. All timesarecorverted
into processocyclesin thesimulation.

6 PerformanceEvaluation

Using execution-drven simulationswith the SPEC95
andTPC-Cworkloadswe have evaluatedhepermutation-
basedhageinterleariing schemédy comparingt with three

CPUClockrate
L1 inst. cache
L1 datacache

500MHz
32 Kbytes,2-way, 32-byteblock
32 Kbytes,2-way, 32-byteblock

L1 cachehit time 6ns

L2 cache 2 Mbytes,2-way, 64-byteblock
L2 cachehit time 24ns

memorybuswidth 32bytes
memorybusclockrate 83MHz

numberof memorybanks 4~256

row buffer size 2~8 Kbytes

DRAM prechagetime 36ns

DRAM row accesgime 36ns

DRAM columnaccesdime | 24ns

Table2: Architecturalparametersf simulation

otherinterleaving schemes:cacheline interleaving, page
interleaving, andswapping.

6.1 Comparisonsof Row-buffer Miss Rates

Figure6 presentghe row buffer missratesof SPEC95
benchmarkprogramsand the TPC-C workload among
the four interleaving schemesthe cacheline interleaving
(cacheline), the pageinterlearing (pagg, the swapping
interleaving (swap), andour permutation-basephgeinter-
leaving (permutatio) schemesThe memorysystemcon-
tains32 memorybanks.The row-buffer size of eachbank
is 2KB. Thisis arepresentatie high performancenemory
systemconfiguration13].

We have following obsenationsbasedon our experi-
ments:

¢ Mostprogramausingcachdine interleaving have the
highestrow buffer miss ratescomparedwith three
otherinterlearing schemesTherow-buffer missrates
of ten benchmarkprogramsout of the total nineteen
programsare higher than 90% using cacheline in-
terleaving. Sincecacheline interleaving is normally
associatedvith the close-pagemode,the high row-
buffer missratesdo notnecessarilyneanpooroverall
performance.

o All the programsexceptsuZcorusingpageinterleas-
ing have lower missratesthanthoseusingcacheline
interleaving. However, the miss rate reductionsare
not significantfor mostprograms.

e Our experimentsshav that the swapping scheme
reducesthe row-buffer miss ratesfor most of the
benchmarkprogramscomparedwith pageinterleas-
ing. However, the row-buffer miss ratesof six pro-
gramsusing the swapping schemeare higher than
thoseusing pageinterlearing. This is becausehe
swappingschemecould make programsexploit less
locality thanpageinterleaving, aswe have discussed
in Sectiord.

e For almostall programs,our permutation-baseth-
terleaving schemenbtainsthe lowestrow-buffer miss
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Figure 6: Row buffer missratesfor differentinterleaing schemesvhenthe numberof banksis 32, andthe row buffer sizeis 2KB. The left figure
containsSPECfp95rogramsandtheright figure containsSPECint95rogramsand TPC-Cworkload.

rates comparedwith the other three interleaving
schemes. The only exceptionis m88ksim whose
miss rate is 6% higher than that using the swap-
ping schemeOur experimentshov thepermutation-
basedinterleaving schemesignificantly reducesthe
row-buffer missrates. For example,comparedwith
the best performedinterleaving schemeamongthe
otherthreefor eachprogram,the permutation-based
interleaving schemecanfurtherreducethe row-buffer
missrateby morethan80%for five programsandby
morethan50%for eightprograms.

6.2 Effectsof Memory Organization Variations

Changingthe numberof memorybanksandthe row-
buffer size of eachmemorybank, we have evaluatedthe
effects of memory systemorganizationvariationson the
interleaving schemesandon memoryperformanceDueto
thepagédimit, we only presentheperformancef selected
programapply whichis memaoryintensive andwell repre-
sentatve for the group of workloads. Figure 7 shows the
row-buffer missratesof the programusingthe four inter-
leaving schemesasthe numberof banksvariesfrom 4 to
256andtherow-buffer sizevariesfrom 2 KB to 8 KB.

For eachmemory systemvariation, our experiments
shav thatthe permutation-basegageinterleaving scheme
reduceghe row-buffer missrate dramatically For exam-
ple, whenthe numberof memorybanksis 16 andthe row-
buffer sizeis 4 KB, the permutation-basethterlearing
schemereducesow-buffer missratesby 82%, 75%, and
72%, comparedvith the cache-linenterleaving, the page
interleaving, andthe swappingschemestespectrely. We
alsoshow thatthe permutation-basesthemeeducegow-
buffer missrate moreclosely proportionalto the increase
in the numberof memorybanksthanthe otherthreeinter-
leaving schemesThereasorthis schemescaleswell with
the numberof memorybanksis relatedto its bankindex
generationwhichis ableto widely distributetheconflicted

pagesamongthe memorybanks. The larger the number
of memorybanks,the more effective of the permutation-
basedhankindex generation.

6.3 Effectsof Write Buffers

Among the nineteenprogramswe studied, four pro-
gramsdo not have memorywrite operations.For the rest
fifteenprogramstheratiosof thenumberf memorystores
to the numberof memoryloadsrangefrom 0.26to 0.84.
Using SPEC95programsmgrid and applu as examples,
we shaw the effects of write buffers with differentwrite
policieson the row-buffer missrates. The performanceof
the otherworkloadsis consistentwith that of thesetwo.
Figure8 shaws the row-buffer missratesof mgrid andap-
plu on a memorysystemof 32 bankswith the row-buffer
sizeof 2KB in eachbank. We have comparedhe follow-
ing threewrite policies:write with no-bypasgreadsarenot
allowedto bypasswrites), write after reacing the thresh-
old (writesarescheduledo memorybanksonly whenthe
numberof outstandingwrites reachesa threshold— four
in ourexperiments)andwrite whenmemoryis idle (writes
arescheduledo memorybankswheneertherearenoout-
standingreads).

As we have discussedn Section3, postponingwrites
using write buffers could reduce the row-buffer miss
rate. However, our experimentsshow that the existence
of write buffers cannotreducethe row-buffer miss rate
as effectively asthe permutation-basegdageinterleaving
schemedoes. For example,when the write after reac-
ing the thresholdpolicy is usedfor programapply the
permutation-baseschemecanstill reducethe row-buffer
missratesby 87%, 65%, and 74%, comparedwith cache
line interleaving, pageinterleasing, andswapping,respec-
tively.

Althoughworkloadsscheduledby thewrite afterreac-
ing thresholdpolicy normally get lower row-buffer miss
ratesthan those scheduledby the policy of write when
memoryis idle, the write after reating thresholdpolicy
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may causehighertotal executiontime dueto longermem-
ory stall time. For example, our experimentsshav that
programmgrid scheduledy the write after reacing the
threshold policy reducesthe row-buffer miss rate using
pageinterlearing schemeby 48% comparedwith the pol-
icy of write whenmemoryis idle, but its total execution
time is 12% longer For this reason,the policy of write
whenmemoryis idle is usedfor comparingheoverallper
formanceof differentinterlearing schemesn our study

6.4 Comparisonsof Memory Stall Times

We have measuredhe memoryaccesgortionsof CPIs
of the SPEC99rogramsaandthe TPC-Cworkloadto com-

parethe four interleaving schemes.In orderto show the
memorystall portionin eachprogram,we useda method
similar to that presentedn [1] and[6]. We simulateda
systemwith an infinitely large L2 cacheto eliminateall

main memoryaccessesThe differencebetweerthe exe-
cutiontime on this “perfect” systemandthaton a system
usingtheinvestigatednterleaving schemas definedasthe
memorystall portion of the programon the systemusing
theinterleasing scheme.

We have only studiedthe SPECfp95rogramsandthe
TPC-Cworkload becausenemoryaccessesnly account
for a negligible portionin the total executiontime for the
SPECint95rograms.Figure9 presentthe memorystall
portion of the SPECfp95programsandthe TPC-Cwork-
load usingthe four interleaving schemesthe cacheline,
the page,the swapping,andthe permutation-basenhter-
leaving schemes.The close-paganodeis usedfor cache
line interlearing, while the open-pagenodeis usedfor the
otherthreeschemes.

Comparedwith page interleaving, our permutation-
basedinterleasing schemeis ableto reducethe memory
stall time of theseprogramsby 16% to 50%. The aver
agememorystall time reductionfor all the SPECfp95ro-
gramsandthe TPC-Cworkloadis 37%. Comparedwith
the swappingschemeopur schemecanreducethe memory
stalltime of theseprogramsby 14%to 53%. The average
memorystall time reductionis 33%.

Comparedvith cachdine interleaving, the permutation
basedinterlearing schemeis ableto reducethe memory
stall time of theseprogramsby 21% to 68%. The only
exceptionis for programsu2cor wherethe memorystall
timeis increasedy 11%. The averagememorystall time
reductionis 36%. Hereis the reasonfor the exception.
Although the permutation-basedchemedoesreducethe
row-buffer missrateby 8% for su2corcomparedvith the
cachdine interleaving schemethe row-buffer missrateis
still as high as 70%. Becausecacheline interleaving is
combinedwith close-pagenode,the prechage canbegin
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earlierthanin the open-pagenodefor a row-buffer miss.
When the row-buffer missrate is so high, the benefitof
a row-buffer hit cannotoffset the penalty causedby late
prechagein open-pagenode.Thuscachdine interlearing
outperformsthe other schemeswvhich usethe open-page
modefor this program.

We have alsomadeperformanceomparisondetween
cacheline interleaving andpageinterleaving. Amongthe
nineprogramave have studied cachdine interleasing out-
performspageinterleaving for sevenprograms.

The swappingschemeperformsbetterthan cacheline
interleaving for four programsbut worsefor five programs.
For thosefour programsthe swappingschemeeffectively
reducesherow-buffer missratesothatopen-pagenodeis
morebeneficiathanclose-pagenode.For mostprograms,
the swappingschemeperformsbetterthanpageinterlear-
ing because¢he swappingschemeeducesow-buffer con-
flicts. But for two of thesenine programs the swapping
schemeachievesworseperformance¢hanpageinterleasing
becausalatalocality cannotbe retainedafter the “swap-

ping”.
7 Other RelatedWork

Hsu and Smith proposeand study several memoryin-
terleaving schemeswvhich canboth increasedatalocality
andavoid hotbanksin vectorsupercomputensith Cached
DRAM [10]. Thereareseveralotherresearctpaperdeal-
ing with the bank conflict problemof vectoraccessein
vector supercomputersAuthorsin [8] and[19] attempt
to usethe prime memorysystemsto addresghe conflict
issues. Other papersfocus on the memoryinterlearing
schemeon vector systemd3, 15, 17, 18, 21, 25. Au-
thorsin [9], [3], and[17] studythe skew schemes.Rau,

Schlanskr, and Yen proposea pseudo-randonmterlear-

ing techniqueusing the XOR function to randomizethe
mappingof referenceso memorymodulesin [15]. Their

schemeaneliminatetheoccurrencef longclustersgdueto

structureddataaccess Sohistudiespermutation-baseieh-

terlearing schemesvhich canimprove memorybandwidth
for a wide rangeof accessatternsfor vectorcomputers
[21]. Valero, Lang, and Ayguack [25] divide the mem-
ory addressnto several portionsaccordingto the width of

bankindex, then XOR all the addresgortionsto gener

atethe bankindex. Their methodcanavoid bankconflict

dueto power-of-two stridesin vector machines. Seznec
andLenfant[18] proposethe Interleaved ParallelScheme,
which usesthe XOR operationand parameterselatedto

the numbersof processorsjogical memory banks, and
physicalmemorybanksto inducemoreequitabledistribu-

tion overmemorybanksfor awider setof vectorsthanthe

normalmappings.

In contrastto above cited interlearing schemes,our
major objective is to reducethe conflictsof DRAM row-
buffers. Concurrentaiccesset the samebankcanbewell
pipelinedin acontemporarnDRAM systemaslongasthey
hit therow-buffer. In vectormachinesgconcurrenficcesses
to the samebank always causebank conflictsand cannot
bepipelined.

Besidesnemorybankinterleaving techniquesthereare
otherapproacheso addresshe memorylateng problem,
suchasblocking-freecache prefetchingthreadchanging,
anddatapredictionandspeculatiorj26].

8 Conclusion

We have shown that the conflicts and conflict misses
of DRAM row-bufferssignificantlyincreasememorystall
times.We have analyzedheir sourcesn the context of su-
perscalaprocessorsvith two levels of caches.Our study
indicatesthatthe missratesof row-buffersaremainly de-
terminedby thewaysdataareinterleavedamongthemem-
ory banks. Corventionalschemessuchascacheline and
pageinterlearing, could not effectively exploit both the
concurreng of multiple banksanddatalocality in therow-
buffer of eachbank. Aiming at achiezing the both objec-
tives, we have proposeda memoryinterlearing scheme,
calledpermutation-basegage interleaving By usingthe
fast exclusive-OR operationto generatethe bank index,
our schemecan dramaticallyreducethe row buffer miss
ratesfor SPEC95ndTPC-Cworkloadscomparedvith the
two corventionalinterlearing schemesndanexisting op-
timizedcommerciaschemeQurexecution-drvensimula-
tionsshawv thatthe permutation-basesthemeutperforms
the cacheline interleaving, the pageinterleaving, andthe
swappingschemedy reducingthe averagememorystall
times of the workloadsby 36%, 37%, and 33%, respec-
tively. In termsof overall performancethe permutation-



basedschemereduceghe averageexecutiontimesof the
workloadsby 12%,10%,and8%, comparedvith thecache
line interlearing, the pageinterleaving, andthe swapping
schemesiespectiely.

The potentialperformancepenaltyof the permutation-
basedschemas the exclusive-ORoperatiorfor generating
eachmemorybankindex. For amoderncomputersystem
with multiple levels of cachesthis operationis notin the
critical path,andcanbe overlappedwith operationsabove
thislevel in thememaoryhierarchy Our experimentshaow
thatthe additionalruntimeoverheadnvolvedis negligible
comparedvith effective reductionsof memorystall times.
For example whenusingthepermutation-baseghgeinter-
leaving schemethe averagememoryaccesdateny of the
workloadsis around50 CPU cycles,while the exclusive-
OR operationonly takesaboutonecycle [11].

Using memoryaccesschedulingechniguedo exploit
row-buffer locality and concurrenyg is anotherattractve
approache.g.[16]). Webelievethecombinatiorof access
schedulingandthe permutation-baseidterleaving scheme
canfurtherimprove memoryperformance.
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