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Abstract—Sensor localization using channel energy measure-
ments of distributed sensors has been studied in various sce-
narios. However, it is usually assumed that the target does
not move significantly during the time needed to collect and
process the data from the sensors. We want to estimate the
trajectory of a moving target using a network of distributed
sensors that measure only the received signal strength (RSS),
sampled and as a function of time, without knowledge of the
target amplitude/source level. To reduce the communication load,
sensors communicate a reduced data set to the fusion center
(FC), generated through local processing. It consists of three
characteristic parameters: i) the maximum measured amplitude,
corresponding to the closest-point-of-approach (CPA); ii) the
corresponding time index; and iii) the time it takes for the
amplitude to diminish by 6 dB relative to the CPA. To generate
the reduced data sets, each sensor calculates a local maximum
likelihood (ML) estimate of its parameters. The accuracy of these
local estimates can be reasonably described by their respective
Fisher information matrices (FIMs). The FC combines the data
transmitted by the sensors using a ML-like formulation based on
the local FIMs. This results in a heavily non-linear least-squares
problem, which we initialize via geometrical considerations. This
approach has a very low communication load, performs com-
parably to a centralized estimator, and due to the modularized
setup, any measurement model at the sensors can be considered.

Index Terms—Source localization, sensor networks, received
signal strength (RSS), target tracking.

I. I NTRODUCTION

Source localization using sensor arrays has been one of the
central problems in radar, sonar, navigation, geophysics,and
acoustic tracking. Existing methods are based on three types
of physical measurements: time of arrival (TOA), direction
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of arrival (DOA) or received signal strength (RSS). The first
two are used extensively in radar and sonar applications [1],
[2], where DOA requires a narrowband signal and, more
importantly, a spatial receiver array, while TOA requires either
an active setup or highly precise time synchronization between
the sensors.

Both these requirements are often not met in sensor net-
works [3], as sensors are usually small and simple. Various
research has therefore suggested alternative approaches to
extract target position information from the observed signal:
In [4], [5] it is suggested to use signal Doppler informationto
infer some reduced DOA. In [6], [7] sets of sensors are used to
form distributed arrays, while information from more distant
sensors can contribute using time difference of arrival (TDOA)
information. Note that the use of Doppler information depends
strongly on the signal characteristics, coherent processing
of distributed measurements needs time synchronization on
the order of the signal center frequency, while for TDOA
measurements the synchronization needs to be on the order
of the signal propagation time.

Therefore, in passive setups, where distributed information
cannot be processed coherently, it has been suggested to track
targets based on the more easily attained RSS information.
This problem has been addressed in [3], [8]–[15] for source
localization, where commonly it is assumed that i) the target
does not move significantly while the data is collected from
the sensors; and ii) a time series of measurements can be
averaged to obtain an RSS measurement more robust with
respect to temporal variation. The optimal estimator basedon
all sensor measurements is given by the Maximum Likelihood
(ML) formulation; since this leads to a challenging non-
linear optimization problem, several works have suggested
approaches of solving this challenge: in [9] the authors con-
sider multiple sources and solve the ML formulation using
both an expectation-maximization (EM) type algorithm and
another iterative approach, in [10] the method of projection-
onto-convex-sets (POCS) is applied to solve the optimization
problem in a distributed way. To reduce the communication
load, in [11]–[13] the authors consider the effect of measure-
ment quantization on localization accuracy in varying setups;
[11], [13] also derive the Cramer-Rao lower bound (CRLB)
based on quantized measurements.

We are also interested in such a scenario, where distributed
sensors have access only to energy readings, but do not have
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the capability to acquire any worthwhile angular information.
Instead of considering a relatively slow moving or stationary
target as in [3], [8]–[13], we are interested in a more dy-
namic scenario, where the target moves considerably between
measurements. In [15], tracking of a moving target was con-
sidered, but the centralized algorithm needs sensors to report
frequently, each report leading to one position estimate that can
be fed into a tracking algorithm. In this sense, our scenariois
most similar to [14], where the communication rate of sensors
only allows to transmit limited data, maybe a few data values
for the whole time the target is passing through the observable
range. In [14] the only parameter extracted from each sensor
was the maximum measured amplitude, correponding to the
closest-point-of-approach (CPA). We want to extract more
information from the RSS meassurement series, but still only
a few characteristic values, independent of the length of the
raw measurement data vector. Therefore we include a specific
measurement model and process measurements at each sensor,
while this was assumed to be done already in [14].

The scenario consists of a target moving through a field
of distributed sensors, emitting a signal of constant average
power, e.g., a jamming signal or engine noise. The target
is assumed to move with constant velocity during this time
interval and we also assume that the signal propagation time
is negligible compared to the target velocity. We consider
simple sensors that measure the received energy, recording
this information locally over time. Without loss of generality,
a free-space attenuation model is adopted, where the RSS is
inversely proportional to the distance1. The sensors process
this data to reduce the communication load; after the target
has passed by, the sensors transfer a reduced data set to a
fusion center (FC), which estimates the target trajectory.The
reduced data set consists of three parameters, which in a
noiseless scenario (and assuming constant target motion and
free-space attenuation) would completely describe the sensor
observations. The three characteristic parameters are:

• the maximum measured amplitude, corresponding to the
closest-point-of-approach (CPA);

• the corresponding time index; and
• the time it takes for the amplitude to diminish by 6 dB

relative to the CPA.

To generate the reduced data, each sensor calculates the ML
estimates of its three parameters based on the received raw
data. The accuracy of these local estimates can be reasonably
described by the CRLB, which can be easily calculated based
on a specific measurement model at the sensors. The FC
combines the data transmitted by the sensors using a ML-
like formulation, where we simply treat the processed data
as Gaussian noise corrupted, with covariance given by the
respective CRLBs. This results in a non-linear least-squares
problem, which we initialize with several simple estimates
generated via geometrical considerations and then apply a
generic gradient based optimization scheme to each such
starting point. The initial estimates are generated based on the
fact that in the noiseless case, two sensors are enough to find

1This could be extended to include an arbitrary path loss coefficient or even
an unkonwn one that would have to additionally estimated.

four ambiguous solutions, leading to closed form solutions,
c.f., [16].

We compare our approach to a centralized ML-estimator
and the CRLB based on all raw sensor data. We find the the
following:

1) The approach has a very low communication load,
as each sensor has to transmit only three parameters,
independent of how many local RSS measurements were
taken.

2) In comparison to a centralized ML-estimator, having
availableall the raw sensor data, the loss in estimation
accuracy is small.

3) Due to the modularized setup, any measurement model
at the sensors can be considered, the only necessary
change being the implementation of a local ML esti-
mator at the sensors.

Generally the approach can work with a minimum of three
sensors to avoid ambiguous solutions, but in case of strongly
corrupted or distorted observations at the sensors, more sensors
are needed to achieve a solution close to the centralized CRLB.

The rest of this paper is organized as follows: In Section II
we describe the problem setup. In Section III we present
our approach. Numerical simulation is used to illustrate our
approach in Section IV. Then we extend our approach to
a fading signal model in Section V, and we conclude in
Section VI.

II. PROBLEM FORMULATION & CENTRALIZED SOLUTION

A. Problem Formulation

A target emits or reflects a signal, while moving through a
network ofN sensors. The sensors are simple and can measure
only RSS, but no angular information. We assume a constant
velocity model, hence the trajectory of the targetx(t) at time
t can be expressed as

x(t) = x0 + tv. (1)

Assume that the sensors are located atx
(k)
s for k = 1, · · · , N .

Under a free-space signal attenuation model2 the average
received amplitude is expressed by the following equation:

a(k)(ti) ≡: a
(k)
i =

√
G(k)P0

d
(k)
i /d0

=

√
P

‖ x(ti) − x
(k)
s ‖

, (2)

whered
(k)
i =‖ x(ti)−x

(k)
s ‖ is the distance to thek-th sensor,

G(k) is the gain of thek-th sensor andP0 is the emitted
energy measured at a reference distanced0. To simplify, we
assume allG(k) = G are equal and defineP = GP0d

2
0. Note

that this model neglects the signal propagation time, therefore
coherent processing across sensors and the use of classical
TDOA information is not possible.

2The free space model can be arbitrary with any path-loss factor a
(k)
i

∝(
d
(k)
i

)
−α

. The form of the ML scheme will change, but the notion does not.
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Fig. 1. Example of a target moving through a sensor field: (a) sensor locations relative to target trajectory (target moves from left to right); and (b) noise-free
plot of sensor amplitude measurements; each sensor by itself cannot extract any range information without the unkonwn source level, but together we notice
that the target passed the closest to sensor three.

B. Conventional Centralized Solution

If there is no information about the amplitude/source level
of the target, the vector of unknown target stateθ =
[P, x

T
0 , v

T ]T has to containP as an additional nuisance
paramter3. The best centralized estimator is given by the
Maximum Likelihood (ML) approach,

θML = arg max
θ

∏

k,i

f
(
r
(k)
i | θ

)
. (3)

In this paper, we will consider explicitly two measurement
models – although the approach could be applied to many
– the additive white Gaussian noise (AWGN) model and a
Rayleigh fading model (Swerling II target). The conditional
probability density functionf

(
r
(k)
i | θ

)
will vary with the

model. We will first focus on the AWGN model and consider
the more challenging Rayleigh fading model later.

The amplitude measurements under the AWGN model are
described byr(k)

i = a
(k)
i +w

(k)
i , wherew

(k)
i are independent,

identical, zero-mean Gaussian noise of varianceσ2. The
conditional probability density is accordingly:

f
(
r
(k)
i | θ

)
=

1√
2πσ

exp

(
−|r(k)

i − a
(k)
i |2

2σ2

)
, (4)

which can be inserted into the ML estimator in (3) with the
amplitude,a(k)

i defined in (2).
Given the above definitions, the Cramer-Rao lower bound

(CRLB) on the estimation accuracy of any estimator having
available all the raw measurements{r(k)

i }k,i can be calculated
in a straightforward fashion [17]; the Fisher Information

3In the same way it is possible to include an unknown path-loss factorα
as another nuisance parameter

Matrix (FIM) is

Jθ = −E



∇θ∇θ log





∏

k,i

f
(
r
(k)
i | θ

)









=
1

σ2

∑

k,i

[
∇θa

(k)
i

] [
∇θa

(k)
i

]T
, (5)

where we use the gradient of (2) with respect toθ,

∇θa
(k)
i =




∂a
(k)
i

∂P
∂a

(k)
i

∂x0

∂a
(k)
i

∂v


 =




1

2
√

Pd
(k)
i

−
√

P[
d
(k)
i

]3 (x0 − x
(k)
s + tiv)

− ti

√
P[

d
(k)
i

]3 (x0 − x
(k)
s + tiv)




.

(6)

III. E STIMATION WITH REDUCED COMMUNICATION LOAD

Since in sensor networks we are motivated to reduce the
communication overhead and the related expense of energy
and bandwidth, we would like to locate and track the target
using only a reduced data set of each sensor. In [14], e.g.,
the authors suggested only utilizing the maximum amplitude
measurement of each sensor,

a(k)
max :≡ max

t
a(k)(t), (7)

as it is inversely proportional to the distance at the closest-
point-of-approach (CPA),d(k)

min, i.e,

a(k)
max ∝ 1/d

(k)
min (8)

due to the free-space attenuation model.
Using two sensors, the ratio of their maximum amplitudes is

the inverse of the ratio of the minimum distances to the target,
since they share a common, but unknown, source level. The
target trajectory is tangential to two circles centered around the
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Fig. 2. Given the ratio between the points of closest approach of two sensors, the target trajectory has to pass through one of two possible points (pin, pex);
dashed lines are ambiguous solutions (four possible in total).

sensors respectively, their radii given by the minimum distance
at the CPA, of which we know only the ratio, not their actual
values. As demonstrated in [14], based on a classical geometry
theorem by D’Alembert (see e.g. [18]), for a given ratio, this
defines two possible points, one of which is part of the target
trajectory (see Fig. 2). Using different combinations of two
sensors, some information about the target trajectory can be
obtained.

The maximum amplitude is related to the minimum dis-
tance. However, we believe that more information can be
extracted from each sensor. Evaluating the FIM defined in
(5) – but for a single sensor onlyk = k0 – it is singular.
This confirms that the information from one sensor only is
not enough to estimate the target state. Two vectorsθ andθ′

can produce the same measurements at one sensor, e.g.,θ′ =

[α2P, x
T
0 +∆αx

T , αv
T ]T , with ∆αx = (α−1)(x0 −x

(k0)
s ),

leading to:

a
(k0)
i =

√
P

‖ (x0 − x
(k0)
s ) + tiv ‖

(9)

=

√
α2P

‖ α(x0 − x
(k0)
s ) + tiαv ‖

. (10)

In words,a “louder”, faster target, farther away leads to the
same measurements as the closer, slower target of lower source
level. The information from a single sensor has also angular
uncertainty. These two degrees of uncertainty or ambiguitycan
also be observed in the FIM: given a single sensor only, the
FIM has a rank of three, leaving two dimensions undefined in
some equivalent 5-dimensional parameter space4.

Combining the information of two sensors, the FIM has
usually full rank (one exeption is if both sensors lie on a
line parallel to the target trajectory). As stated before, from
the ratio of the maximum amplitudes we can find two points
through one of which the target has passed. Additionally we
can exploit the time corresponding to the CPA and a measure

4Note that we always implicitly assume here that the target has already
“passed” the sensor; if the measurements are reported before the CPA, the rank
of the FIM will not change, but practically the quality of themeasurements
will be low – as reflected by a small magnitude of the values of theFIM.

of how fast the RSS decreases. These parameters imply the
velocity of the target. As there are two possible points leading
to the same ratio of maximum amplitudes and an ambiguity
about the axis connecting the two sensors (c.f. Fig. 2), thiswill
still leave four ambiguous solutions (the FIM is non-singular
as there are only finitely many solutions).

A. Local Sensor Processing

This motivates us to represent the information gathered at
one of the sensor via three parameters. In fact, the projection
of the target trajectory onto one sensor’s observation space can
be easily written as:

a
(k)
i =

√
P

‖ (x0 − x
(k)
s ) + tiv ‖

=
a
(k)
max√

1 + 3
(

ti−t
(k)
max

∆t(k)

)2
(11)

with the definitions of the closest approach time and the 6 dB
point:

t(k)
max = arg max

t
a(k)(t) (12)

a(k)

(
t(k)
max± ∆t(k)

)
=

a
(k)
max

2
(13)

Inspecting the geometry, c.f. Fig. 3, it can be easily verified
that,

d
(k)
min =

|ṽT (x0 − x
(k)
s )|

‖ v ‖ , a(k)
max =

√
P

d
(k)
min

,

t(k)
max· ‖ v ‖ =

v
T (x0 − x

(k)
s )

‖ v ‖ , ∆t(k)· ‖ v ‖=
√

3d
(k)
min,

(14)

whereṽ is defined viavT
ṽ = 0 and‖ ṽ ‖ = ‖ v ‖.

Based on the local measurements, each sensor estimates the
parameter vectorψ(k) = [a

(k)
max, t

(k)
max, ∆t(k)]. The ML estimate

of the parameter vectorψ(k) is

ψ
(k)
ML = arg max

ψ(k)

∏

i

f
(
r
(k)
i | ψ(k)

)
. (15)
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dmin =
∆t‖v‖√

3

x0

x0 − xs

‖v‖tmax

xs

dmin =
ṽ

T (xs − x0)

‖v‖

ṽ

v

Fig. 3. Given the target’s initial position and speed (x0, v), as well as
a sensor locationxs, the closest-point-of-approach (CPA), defined by corre-
sponding time,tmax, and distance,dmin, can be calculated by considering
the geometry.

Then each sensor forwards the three dimensional vectorψ
(k)
ML

to the FC.
The CRLB of the local estimates can be calculated in a

similar fashion as the measurement model stays unchanged.
The FIM is

J
(k)

ψ
=

1

σ2

∑

i

[
∇ψa

(k)
i

] [
∇ψa

(k)
i

]T
, (16)

with the only difference being the derivatives taken with
respect toψ,

∇ψa
(k)
i =




∂a
(k)
i

∂a
(k)
max

∂a
(k)
i

∂t
(k)
max

∂a
(k)
i

∂∆t(k)


 =




1√

1+3

(
t
(k)
max−ti

∆t
(k)

)2

− 3a(k)
max(t(k)

max−ti)∆t(k)



∆t(k)

√

1+3

(
t
(k)
max−ti

∆t
(k)

)2



3

3a(k)
max(t(k)

max−ti)
2



∆t(k)

√

1+3

(
t
(k)
max−ti

∆t
(k)

)2



3




.

(17)

B. Fusion Center Processing

We would like to formulate a global cost function, similar
to a ML estimator. Then we can choose an estimateθ̂, which
reproduces all information received from the sensors in some
closest sense. We define a global cost-function as:

θ̂ =

arg min
θ

∑

k

(
ψ

(k)
ML − ψ̂(k)

(θ)

)T

J
(k)

ψ

(
ψ

(k)
ML − ψ̂(k)

(θ)

)
,

(18)

where the predicted measurements of sensork, given a certain

target state estimate,̂ψ
(k)

(θ), can be found easily from (14):

ψ̂
(k)

(θ) =




â
(k)
max

t̂
(k)
max

∆̂t
(k)


 =




√
P‖v‖

|ṽT (x0−x
(k)
s )|

v
T (x0−x

(k)
s

)
‖v‖2√

3
|ṽT (x0−x

(k)
s

)|
‖v‖2


 (19)

Note that the cost function (18) is equivalent to assuming
that the local sensor estimatesψ(k)

ML are corrupted by additive
Gaussian noise, their covariance given by the FIM. This is of
course not correct, but seems to work reasonably in practice.
The FIM, J (k)

ψ
, is evaluated at the local estimatesψ(k)

ML , so no
additional data has to be transmitted.

The minimization in (18) is a heavily non-linear least
squares problem. To avoid exhaustive search, we need a good
initial estimate – then we will have a good chance to reach
a global maximum via simple gradient based optimization. In
the following we will find a closed form estimate based on
two sensors, by assuming noiseless measurementsψ(k) and
solving the geometrical problem.

1) Initial Estimate Based on Two Sensors:As noted before,
based on two sensors, there are four possible target trajecto-
ries. Two interior solutions, c.f. Fig. 2(a), and two exterior
solutions, c.f. Fig 2(b).

a) Interior solutions: The interior intersection point̃pin

can be calculated using the following ratio,

η :≡ d
(1)
min/d

(2)
min = a(2)

max/a(1)
max (20)

as the weighted average of the sensor locations,

p̃in =
d
(2)
minx

(1)
s + d

(1)
minx

(2)
s

d
(1)
min + d

(2)
min

=
x

(1)
s + ηx

(2)
s

1 + η
. (21)

Similarly the time when the target would pass through this
point can be calculated from the times of closest approach
t
(k)
max,

t̃in =
t
(1)
max + ηt

(2)
max

1 + η
. (22)

Using this as a reference point, we can find two possible
velocity vectors, c.f. Fig. 2(a); using the definitions in (14),

(
t(1)max− t(2)max

)
· ‖ v ‖ =

v
T (x0 − x

(1)
s )

‖ v ‖ − v
T (x0 − x

(2)
s )

‖ v ‖
(23)

=
v

T (x
(2)
s − x

(1)
s )

‖ v ‖ (24)

=‖ x
(2)
s − x

(1)
s ‖ cos β (25)

whereβ is the angle between the velocity vector,v, and the
line connecting the locations of the sensors,(x

(2)
s − x

(1)
s ).

Further we can use
(
∆t(1) + ∆t(2)

)
· ‖ v ‖ =

√
3
ṽ

T (x
(2)
s − x

(1)
s )

‖ v ‖
=

√
3 ‖ x

(2)
s − x

(1)
s ‖ sin β (26)

and we choosẽv such thatṽT (x0 − x
(2)
s ) < 0 < ṽ

T (x0 −
x

(1)
s ), which we can since the target is assumed to pass

between the sensors (the definitions match Fig. 2(a) / Fig. 3).
It follows

tan β =
√

3
∆t(1) + ∆t(2)

t
(1)
max− t

(2)
max

, (27)

‖ v ‖ =
‖ x

(2)
s − x

(1)
s ‖

t
(1)
max− t

(2)
max

cos β, (28)
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where the tangent has an ambiguity leading to two possible
solutions. The original reference point can be reconstructed
based on the velocity vector and the interior point

x0 = p̃in − t̃inv. (29)

b) Exterior solutions:The exterior intersection point can
be calculated similarly as,

p̃ex =
x

(1)
s − ηx

(2)
s

1 − η
, (30)

with the corresponding time,

t̃ex =
t
(1)
max− ηt

(2)
max

1 − η
. (31)

Otherwise the equations stay similar, with a new angleγ,
(
t(1)max− t(2)max

)
· ‖ v ‖=‖ x

(2)
s − x

(1)
s ‖ cos γ, (32)

but now both sensors lie on the same side of the trajectory
(same sign),
(
∆t(1) − ∆t(2)

)
· ‖ v ‖=

√
3 ‖ x

(2)
s − x

(1)
s ‖ sin γ. (33)

The solutions are:

tan γ =
√

3
∆t(1) − ∆t(2)

t
(1)
max− t

(2)
max

, (34)

‖ v ‖ =
‖ x

(2)
s − x

(1)
s ‖

t
(1)
max− t

(2)
max

cos γ, (35)

and
x0 = p̃ex − t̃exv. (36)

2) Multiple Starting Points:Having reduced data setsψ(k)
ML

from two sensors, there are still four ambiguous solutions.
One variant is to start gradient based optimization from each
solution and compare the cost function at the end points.
Reduced complexity can be achieved by choosing the lowest
cost function among the four starting points, reducing the
complexity spent on the gradient based optimization by a
factor of four, but possibly degrading performance.

Consider three sensors; there are three possible sensor pairs.
Each pair gives four solutions, leading to a total of twelve
initial points. As this number grows exponentially with the
number of sensors, either a clustering algorithm can be applied
to reduce cost function evaluations by grouping solutions
together that will converge most likely to the same end point
(as in [14]), or a preferable pair of sensors could be chosen
for initialization, e.g., based on their FIMs.

IV. N UMERICAL RESULTS

A. Scenario Description

Based on the previous discussion, each sensor locally es-
timates a three-parameter vectorψ(k)

ML and forwards it to the
FC. The FC then estimates the target trajectory based on the
data delivered by the sensors as described in Section III-B.

The scenario we consider for illustration is shown in Fig. 4;
the target passes through a sensor field, where we will consider
a varying number of sensors (indicated by different markers
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Fig. 4. Overview of the example scenario; the target passes through a sensor
field of roughly4×4 km, subsets of the available sensors will be used at first,
to compare estimation accuracy in terms of available sensors (numbering of
sensors 1-3, denoted here as “Sensors”, is identical to Fig.1).
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Fig. 5. Example of local sensor estimates for an SNR of 10 dB; shown are
the underlying truth, the sensor measurements, the coarse estimates, and the
ML estimatesψ(k)

ML .

in the figure). As the minimum number of sensors to arrive
at an unambiguous estimate is three, we will start with only
three sensors, gradually increasing this until all twenty sensors
shown in Fig. 4 are included. This will also indicate a further
tradeoff between communication load and estimation accuracy,
as even in a large sensor field only a subset of sensors could
be queried for sensor readings to preserve battery power or
available bandwidth.

The range between the sensors and the target is on the order
of kilometers, the measurement sampling frequency is 1 Hz
and the target’s speed is approximately‖ v ‖≈ 200 m/s, which
would be an aircraft in a radar scenario, but could easily be
adapted to slower speeds and longer observation intervals.The
signal-to-noise ratio (SNR) at a reference distance of 1 km is
defined asP/σ2 and is varied between 10-40 dB.
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B. Local Sensor Processing

Each sensor processes its observations locally, generating an
ML estimate. Since the function in (15) can be multi-modal,
in a first step coarse estimates are formed by simply taking
the maximum over the received samples and the point closest
to half this amplitude (c.f. Fig. 5); from this starting point
we use a gradient based non-linear least-squares algorithmto
converge to a (local) maximum. As can be seen in Fig. 5, even
the coarse estimates are fairly close, so the gradient basedML
search usually converges to a global maximum in the AWGN
case.

Comparing the CRLB as defined in (16) with Monte-
Carlo simulation using103 runs, we can see that the local
estimates basically reach the bound on estimation accuracy,
c.f. Fig 6. For low SNR a more sophisticated local processing,
possibly using a starting point based on interpolation or low
pass filtered measurements, could improve performance. The
estimation accuracy between the three sensors varies, as some
sensors are closer to the target and therefore have a higher
received SNR. This is also reflected in the corresponding
CRLBs.

C. FC Processing

The FC combines the data generated by sensors and es-
timates the trajectory, using the cost function in (18). We
find that in comparison to a centralized ML-estimator having
available all raw sensor measurements, the loss in estimation
accuracy is small.

We start with a setup of three sensors, marked in Fig. 4
as circles; although as discussed previously, an unambiguous
solution exists, e.g., based on the full ML cost-function in(5),
its estimation accuracy described by the CRLB in (3) – to find
this solution a five-dimensional non-linear estimation problem
has to be solved. The same applies to our cost function in
(18). With increasing SNR and number of sensors we expect
for both cost functions to become more “benign”, i.e., efficient
- but sub-optimal - optimization schemes like gradient based
approaches, will arrive more often at the global optimum.

In any case, efficient solving of these non-linear opti-
mization problems will strongly depend on the initialization.
We take the following approach: each possible sensor pair
generates four ambiguous solutions based on the closed form
formulas; then all these tentative estimates are evaluatedusing
the cost function in (18), where we expect that solutions con-
nected to “mirror” images are discarded; finally the gradient
based optimization is initialized with the tentative estimate
with the best cost function value. We expect that if we initialize
the gradient based optimization with an estimate connectedto
a “mirror” image, the final estimate will be poor. Therefore we
include a separate statistic: how often a “mirror” image was
selected and how good the performance is excluding these
cases.

The three sensor case is shown in Fig. 7, we notice that for
low to average SNR the performance is degraded by choosing
a wrong initialization. As comparison we also include an
estimate based on the full ML cost-function in (5), initialized
with the same point - therefore also suffering from bad
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Fig. 7. Plot of the RMSE for three sensors; the plots include acase where
wrong initializations are deleted, solutions based on the total raw sensor
measurements and the CRLB as defined in (3); the SNR is defined at a
reference distance of 1 km.

intialization. Once the initialization errors become negligible,
we see that the full ML solution basically achieves the CRLB,
closely followed by the reduced communication scheme.

When using more sensors, initialization complexity in-
creases, as there are more possible sensor pairs. Still, since
the initial estimates are based on closed form solutions, the
complexity is limited. We consider increasing the number of
sensors from three to twenty in several steps, see Fig. 8.
As expected more independent observations lead to improved
estimation accuracy, as reflected in the CRLB, but for the
cases of four or five sensors, the main improvement is related
to better initialization. The CRLB only improves slightly,
while the errors due to wrong initialization are greatly reduced
(position and velocity); we include an additional plot, Fig. 8(a),
which shows the probability to initialize from a “mirror”
image, instead of including the performance with these cases
removed as before. We find that even a slight increase in the
number of sensors helps strongly to reduce this probability,
because “mirror” images are not common between sensors.

When using a large number of sensors, estimation accuracy
improves slowly. As the received SNR is inversely propor-
tional to the distance to the target, the sensors which are close
to the target trajectory dominate the performance. In this sense
a dense sensor network simply increases the chance of having
a sufficient number of sensors close to the target trajectory,
while not necessarily all sensors need to transmit to the FC.
For example, only sensors with a sufficiently largea

(k)
max could

transmit their data; but we do not pursue this idea further here.

V. EXTENSION TO RAYLEIGH MODEL

Assuming a Rayleigh fading signal model (Swerling II
target), the amplitude measurements are given by

r
(k)
i = h

(k)
i · a(k)

i + w
(k)
i , (37)

where theh
(k)
i and w

(k)
i are zero-mean complex Gaussian

random variables of unit andN0 variance respectively. The
measurementsr(k)

i are therefore complex Gaussian, their am-
plitude is Rayleigh distributed

f
(
|r(k)

i |
∣∣ψ(k)

)
=

2|r(k)
i |

N0 + (a
(k)
i )2

exp

(
− |r(k)

i |2

N0 + (a
(k)
i )2

)
;

(38)
while the phase is uniform and holds no information.

The optimal centralized solution is the ML estimate given
by,

θML = arg max
θ

∏

k,i

f
(
|r(k)

i | | θ
)

, (39)

but the probability density function is now given by (38). The
CRLB on the estimation accuracy can be calculated via the
FIM,

Jθ =
∑

k,i

(
2a

(k)
i

N0 + (a
(k)
i )2

)2 [
∇θa

(k)
i

] [
∇θa

(k)
i

]T
, (40)

where the gradients are unchanged from (5). Interestingly,and
opposed to the AWGN result, the FIM for a given geometry is
bounded. While in (16) the FIM has a leading term inversely
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Fig. 8. Comparison for varying number of sensors; (a) probability of not choosing a “mirror” image for initialization; (b)-(d) about five sensors are sufficient
for performance close to the CRLB (dashed lines), while larger numbers bring only gradual improvement.

proportional to the noise variance, here the leading terms
approach constant values when the noise variance diminishes,
therefore for a given geometry the performance will not
improve beyond a certain point, even for infinite SNR.

A. Adapted Sensor Processing

The local sensor processing is the same in principle, but
each sensor calculates the ML estimates of the parameter vec-
tor ψ(k) = [a

(k)
max, t

(k)
max, ∆t(k)] using the Rayleigh probability

density,

ψ
(k)
ML = arg max

ψ(k)

∏

i

f
(
|r(k)

i | | ψ(k)
)

. (41)

The calculation of the CRLB also uses the Rayleigh prob-
ability density; the FIM can be calculated as

J
ψ(k) =

∑

i

(
2a

(k)
i

N0 + (a
(k)
i )2

)2 [
∇ψa

(k)
i

] [
∇ψa

(k)
i

]T
,

(42)

where the definition of the gradient∇ψa
(k)
i is in (17). The

same observation concerning the noise variance applies as for
the centralized CRLB.

The estimates are forwarded to the FC as before; the
processing at the FC is not affected by the measurement model,
except for the evaluation of the local FIMs, necessary for the
cost function in (18). We will study some numerical examples
in the following.

B. Numerical Results

The Rayleigh fading model is in some sense the most
challenging, as our only information about the target is con-
tained in the amplitude - now severely distorted by fading.
This is reflected in the CRLB, as even forN0 → 0, the
CRLB does not improve beyond a certain point, dictated by
the number of measurements and sensors. To achieve any
reasonable performance, we need to increase the measurement
rate, which we first double to 2 Hz.
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Fig. 9. Example of the Rayleigh fading model; the amplitude information
is severely distorted making this measurement model very challenging.

To visualize this challenging scenario, we plot the same
example from Fig. 5 now for the Rayleigh fading model in
Fig. 9. We immediately notice that the amplitude is barely
observable, noticeable especially at the coarse estimates. The
local processing has to be either performed via a grid search
in three-dimensional space, or improved initial estimateshave
to be acquired using some smoothing operation. To start the
gradient based optimization, we use coarse estimates obtained
after filtering the received data with a Gaussian shape low-pass
filter.

The results for the local processing are shown in Fig. 10(a)-
(c), where in comparison with Fig. 6 we see a very contrasting
behavior in the CRLB. As mentioned before the FIM is
bounded from above for increasing SNR; this is now reflected
in the CRLBs being bounded from below. Generally the
performance is lower than in the equivalent AWGN scenario,
even though we have double the number of measurements.
Still, the local processing achieves the CRLB and can therefore
be characterized by the respective FIMs.

In Fig. 11(a) we plot the estimation accuracy for varying
numbers of sensors; we limit the plot to the initial position
x0 as the plot for the velocityv has largely similar behavior
and the source levelP is only a nuisance parameter. We see
that the performance does not reach the CRLB, especially so
for small numbers of sensors. As the local estimates are of
low accuracy, the global cost function has many local maxima
of similar height to the true solution. Only for five or more
sensors can a good initialization point be chosen reliably,see
Fig. 11(b).

Next we consider the same setup, but increase the local
sensor measurement rate to 10 Hz. In Fig. 12 we see that
this greatly improves performance; looking at the CRLB we
improve as predicted by a little more than 6 dB, due to having
five times as many measurements, more or less linearly scaling
the FIM. Much more important, the initialization and global
optimization improves so that five or more sensors lead to a
negligible number of bad initializations.
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Fig. 10. Plot of local RMSE and CRLB for the Rayleigh measurement
model; the performance is generally worse than for AWGN and doesnot
increase significantly with SNR. Still the local ML estimatesare close to the
bounds.
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Fig. 11. As an example we plot (a) the RMSE of the initial position (thick lines are based on reduced data, thin lines are basdon full raw data, dashed
lines are CRLB) and (b) the probaility of correct initialization for the Rayleigh measurement model with rate of 2 Hz.
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Fig. 12. Increasing the measurement rate to 10 Hz, the performance can be improved to values comparable to the AWGN case at 1 Hz andaverage SNR
(thick lines are based on reduced data, thin lines are basd onfull raw data, dashed lines are CRLB).

VI. CONCLUSION

We studied a scenario in which a target moves through a
sensor field at constant velocity. The sensors are simple in
that they can only measure a received signal strength (RSS)
profile, which is modeled using a free-space attenuation model.
Subject to a low communication rate, the target trajectory
is to be estimated at a fusion center (FC). We suggest the
following approach to this end: the sensors locally process
their measurements, extracting three characteristic parameters
using local maximum likelihood (ML) estimtes, namely i) the
maximum measured amplitude, corresponding to the closest-
point-of-approach (CPA); ii) the corresponding time index; and
iii) the time it takes for the expected amplitude to diminishby
6 dB relative to that at the CPA. Each sensor only transmits
these three characteristic values to the FC, independent of
the number of local raw measurements. The FC combines

these reduced data sets, using a ML-like approach, which
we initialize using geometric considerations. We find that
this approach leads to a much reduced communication load,
achieves estimation performance close to the centralized esti-
mator using all raw measurements and can be easily adapted
to varying measurement models, e.g., additive white Gaussian
noise (AWGN) or Rayleigh fading. Surprisingly, this approach
also benefits from an increased measurement frequency at the
local sensors, where more raw data is available; although no
additional data is transmitted, the improved local estimates
lead to a greatly improved final performance.
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