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Abstract—We present Sensor Andrew, a multi-disciplinary permanent living laboratory where applications can bedigpi
campus-wide scalable sensor network that is designed to hostprototyped at scale. Our architecture focuses on suppgortin
a wide range of sensor, actuator and low-power applications. 4 ctical deployments with direct community uses. Imagine
The goals of Sensor Andrew are to support ubiquitous large-scale . . . .
monitoring, operation and control of infrastructure in a way that infrastructure m_o_n_ltorlng system_that could immediatelria
is extensible, easy to use, and secure while maintaining privacy. the campus facilities personnel in the event of broken water
Target applications currently being developed as part of Sensor pipes or power outages. We see great potential in develdpmen
Andrew include builing emergency, first-responder support, qual- not only at the sensor networking level, but also with agplic
ity of life for the disabled, monitoring and optimization of water tions operating at a higher level of abstraction. Applicati
distribution systems, building power monitoring and control, . s .
social networking, and biometric sensors for campus security. developers S_hOUId be gble to dl_rectly Ut'l_'ze physical data
Sensing devices that are used range from cameras and battery- from the environment without having to re-invent lowerdev
operated sensor nodes to energy-monitoring devices wired into interfaces. A variety of social networking applicationse ar
building power supplies. Some of these sensing devices may alsgyossible given support for mobility. Students can carry-low

be mobile and require hand-off between different networked .\ vered mobile devices that communicate seamlessly wath th
regions. Supporting multiple applications and heterogeneous the infrastruct d th

devices requires a standardized communication medium capable € Infrastructure and one anotner. . .
of scaling to tens of thousands of sources. The target applications of Sensor Andrew will require nu-

In this technical report, we present the architecture underlying merous heterogeneous sensors, actuators and commumicatio

Sensor Andrew for managing sensor data collection as well networks in order to interoperate. During the onset of this

as server-side application interactions. Sensors and actuators g ;
- _ "> project we found that multiple groups across campus were
are modeled as event nodes in a push-based publlsh-subscrlbeP ) p'e group P

architecture. A data handler provides registration, discovery ar either deploying redundant sensing systems or were unaware

data logging facilities for each device. The major elements of Of existing systems that could benefit their applicationg. B
this architecture have been deployed in five buildings at Carnegie combining resources from different applications, the exyst

Mellon University, and are comprised of over 1000 sensing points can become greater than the sum of its parts. In order to
reporting data from multiple communication interfaces. Finally, support this mixing of components, there needs to be a

we describe two different case study applications currently using e hitect bl f facilitati ioat
the infrastructure that benefit from shared information. Design unifying architecture capable of facilitating communioa

choices, limitations and enhancements across various layers andbetween components while maintaining security and privacy
protocols are also discussed. In this paper we introduce the goals and requirements of

an architecture that meets the needs of such a large-scale

sensing and actuation system. We propose a three-tierbd arc
Sensor Andrew is a large-scale effort to widely deploy sentecture that utilizes a distributed communication and eslsh

ing devices across Carnegie Mellon University. We envisidng service capable of scaling to Internet class propostion

a broad set of applications ranging from: infrastructurenmo The communication component of the architecture provides

toring, first-responder support, quality of life for the alided, a standard messaging interface with extensible packestype

water distribution monitoring, building power monitorimgnd incorporating encryption and user access control. We @m®po

control, social networking and biometric systems for camp@an extensible schema for both communication as well as a

security. Researchers of other institutions have alreaay sdatabase for historical information. We leverage the XMPP

cessfully built other sensor networking applications, they Internet messaging protocol to provide both point-to-pais

are typically isolated, small-scale and short-lived ekpents. well as publish-subscribe communication.

One of the primary goals of Sensor Andrew is to have a We evaluate the flexibility of this architecture by showaogsi

I. INTRODUCTION



two early applications. The first application attempts tdu@e and to enable interaction between software agents. These
building energy consumption through non-intrusive eleatr projects complement Sensor Andrew and could be integrated
load monitoring. Its goal is to understand if better decisio to aid in navigation and visualizing events.
can be made towards saving energy given the operationalThere have been several research efforts in the field of
schedule of major appliances. The second applications igpervasive computing and social networking [8][9][10]. ke
campus-wide wireless sensor network used for environrhenpaojects could greatly benefit from a low-power ubiqui-
monitoring and tracking mobile tags. Tags can be used timus sensing and communication infrastructure. Solutiikes
track targets ranging from technical equipment like pdeabTinyDB [11] exist that allow for querying and collection
projectors or to students themselves participating in aasocof data. MoteTrack [2] demonstrates a system capable of
networking project. In both cases, we show how easy accésgoor tracking. Unfortunately, the operation of thesetays
to information streamlines application development, aod h typically requires an application domain expert and ends up
multiple existing sensor systems can be used in collalmrati making it nearly impossible for further system integration
The building industry has been working for a number of

A. Related Work years towards standard communication protocols and data

Multiple complete sensing applications have been deploy&stmats to simplify the exchange of information between mon
showing the technical feasibility of sensor networks|[1][2itoring and control equipment in commercial and residéntia
These applications are successful at their specific tasks, buildings [12][13]. Multiple attempts [14][15] have beerade
tend to be relatively small-scale and somewhat narrowmy translate communications between different systemsdaro
defined systems, usually with environmental concerns dr wito facilitate cross-domain interactions. These systerasar-
a military purpose. Also, many of these deployments temdwly focus on supporting control and automation intexaui
to be short-lived, and although they show great potential aad were never intended to operate with the number of users
components for other applications, the technology is oftem scale of Sensor Andrew.
not reused. Each application in Sensor Andrew is designedThe IRISnet [16] project shares many of the same goals
from the start with components that promote integration. ks Sensor Andrew by enabling transducer reuse and collab-
order for this to be successful, it must be easy to interfaceative Internet-scale sensing. It uses a distributedbdat
new components or subsystem with the existing infrastractucentric architecture that facilitates the storage, preiogsand
while at the same time provide a benefit to the application.retrieval of transducer information. The IRISnet architee

In [3], the authors outline that much of the work donegvas intended primarily for Internet connected desktop PCs
in sensor networking has resulted in vertically built dasig and inexpensive commodity off-the-shelf sensors such as We
where individual components are only compatible with eaditams. In contrast, Sensor Andrew focuses on management
other and not with other systems. The authors put forth teé a wide range of devices including resource-constrained
challenge of making a protocol for sensor networks that carmnsducers which may not have direct Internet connegtivit
unify communication in the same way that IP was able 0 also provides presence notification essential for sumpr
support the Internet. Due to the resource-constrained enceh mobile devices.
the tightly coupled and highly optimized nature of sensor L
networks, this problem continues to exist. Our objective i~ FaPer Organization
this work is not to standardize low-level sensor networking The rest of this paper is organized as follows. Section
communication, but instead to enable unified tools and-intdl describes the architecture requirements, design gaads a
operability across multiple deployments. Work has alsosnbetrade-offs associated with Sensor Andrew. Section |1l dess
done trying to integrate sensor networks with IPv6 [4][5]he architecture we chose for Sensor Andrew and where it is
IPv6 solves many of the problem of addressing and sendintp¢ated in the design trade-off space. Section IV discusses
receiving data packets to and from individual sensor davicéhe implementation of various system components. Section
It allows standard tools such asceroute and ping to be presents early experiences with Sensor Andrew illugtrate
used for network diagnostics. However, it does not solveymathrough two different case studies. Finally, Section VI sum
of the higher-level challenges associated with managirdy amarizes our contributions and discusses our future plans.
providing applications with the data. In this paper we pdeva
framework that would run on top of existing network protccol
like IPv6 and IPv4 that addresses access control, registrat  We adopt the following design goals for Sensor Andrew.
discovery, event logging and management of transducer ded) Ubiquitous Large-Scale Monitoring and Control: The
vices beyond a single subnet. sensing infrastructure should exist at a significantlydarg

Multiple research groups have worked on collaborativesens  scale to entice the development of new and innova-
ing services like SenseWeb [6] from Microsoft research and  tive applications. The infrastructure should support both
SensorWeb [7]. These systems are targeted towards viggaliz sensing and actuation.
and sharing data with end-users. They currently show little 2) Ease of Management, Configuration and UseThe
support for managing actuators. Sensor Andrew aims not only  system’s ease of use needs to be considered both for
to collect sensor data, but to support control of envirorisien managing the infrastructure as well as providing simple

Il. DESIGN GOALS AND TRADEOFFS
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ways for application developers to interface with theiat least strived to provide a good base for applications tiol bu
own and other subsystems. This should also includgon. Scalability and extensibility need to be addressed in
a process for registering and discovering transducessy that balances system modularity with size and complexit
relevant to the user’s project. Self-healing mechanisms should aid in robustness, bubwith

3) Scalability and Extensibility: The ability to support an unacceptable loss of performance. Since many aspects of
a large number of devices and users is of paramoudénsor Andrew are still open research topics, we wanted to
importance. Extensions made by a particular project ttesign an architecture that would aid in fusing pieces toayet
satisfy a new requirement should ideally benefit thget require as little intervention as possible.
whole community.

4) Built-In Security and Privacy: The system should A. Challenges and Approach

support_ security and privacy considerations including Given these lofty goals, it would be infeasible to design
encryption, key management, access con.trol and accog%ry component of Sensor Andrew from scratch. We utilize
/'user management. Somal aspects of privacy should ﬁsting technologies whenever possible and innovate when
governed through pollcy: ) . ever necessary. There are five core challenges required to
5) True _Infrgstructure Sharing: On_e of the most UNIAUE eet our goals: (1) uniform access to heterogeneous devices
contributions of SengorAndrew is the_notlon of multlp_l 2) sharing of transducers across applications; (3) sgatn
heterogene,ous appllcatlons and.dewces that can .Ut”. %ny devices; (4) integration of subsystems and (5) securit
each ot_hers Services. The a_rch|tectu.re r_nust easny "D privacy. Uniform access to devices is achieved usirfg sel
tegr'a.te information from multiple apphcanon;, (.:reatm%escribing data objects. In our implementation, this takes
add'|t|'onal value to all as new types of applications a®Brm of a transducer schema. Sharing transducer informatio
enV|S|on_e_d._ . cross applications is achieved through a publish-suiescri
6) EV(_)Ivab|I_|ty. The arch|tect_ure must pe capable of eva§1echanism. Scalability is achieved through use of encapsu-
uating d|ffer_ent compgtanon paradigms. It must alsf%lted addressing. Each devices in the system is addrestied wi
"’.IIIOW for rapid pro_tqtyplng at scale to demonstrate prags unique name, server address and namespace attribute. Inte
tical usage aqd utility. It also need; to be able to chan Fation of subsystems is possible because of standardized c
over time. I_3e|ng_able to evolv_e with ano_l support thes unication mechanism with adapters providing the ladt-¢if
chan_ges W'I.I be |mport§1nt f(_)r Incorporating unforeseef?anslation. Finally, security and privacy are achievetigh
and mnovanye applications in the future. encryption, key management, access control and policy. Our
7 Robustngss.Th_e system should be robust and be abl8\/eral| contributions are defining an architecture for $ens
to reconfigure itsel. Andrew, selecting the best currently available techn@sdo

While each of the design goals may be worthy by itselfneet our requirements, and building the required tools tkema
collectively they may conflict with one another and manf€ System cohesive.
design trade offs must therefore be considered. For example
the system could be push-oriented or pull-oriented when it IIl. SENSORANDREW ARCHITECTURE

comes to accessing sensors. Devices could broadcast dajg this section, we present the first version of our architec-
whenever they are ready, but this could waste energy tifre designed to satisfy the goals of Sensor Andrew. Figure 1
no agent is available to consume the data. If devices onfystrates the classical three-tiered architecture wepset
respond to polling requgsts this would no longer be a probleginh a front-end server layer, a gateway layer and a traresduc
except when many devices request the same data. Queuegf; The servers and gateways operate as part of the campus
requests could build-up for redundant data that would haygnyork, while the transducer layer may communicate over
been better handled by the push-based broadcast approgcfiariety of different bus or network protocols. Elements of
We also need to address how these architectures will SUPRRY transducer layer are end-point sensors or actuatocetevi
actuators. A pull approach might simply send the actuatorygn Jittle or no processing power. For example, a light
message to enable it. For requirements like this, theresneegdnsor or energy meter that provides a voltage output or
to be mechanisms in place for resource management. In thesg| data would be considered part of the transducer.layer
examples, each scheme has an inherent bias and will likelie gateway layer is comprised of medium to desktop-class
better suit a certain set of applications. computing devices that have Internet access. As descrilbed |

In a system like Sensor Andrew, there will be different kinds this section, gateways are responsible for runradgpters
of users: (a) end-users who only want to avail themselves tbat properly format the transducer layer information foe t
the features supported by various applications in the systserver layer. At its core, the server layer has a set of high-
(b) application developers who want to test and deploy appfierformance systems with extensive storage capabilifieis.
cations quickly, and (c) system developers who may want f@yer acts as the administrative front-end to the entiréesys
change the underlying protocols and node system softwai@. configuration, control, data aggregation and storades T
We strive to create a secure backbone that takes caresefver layer also consists afjents which can subscribe to
authentication, encryption and access control. Thus, we haensor data to provide high-level services or megta-sensors
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Fig. 1. The three-tiered Sensor Andrew Architecture.

A. Communication Requirements tion. The communication layer should allow for access
We now outline the requirements of a communication conf[rol and the ability to s_hare privil_eges without always
protocol that could achieve the goals outlined in Sedtion II having to go back to a single administrator.

1)

2)

3)

4)

5)

6) Internet-Scale Performance:The communication pro-
tocol needs to be able to support a large number of
devices ideally without unduly impacting applications.

Standard messaging format: Applications frequently
contain roll-your-own solutions for communicating be-
tween components. These solutions are often difficult
to interface with one another either due to architecturgl
incompatibility or even simple lack of documentation.™
Even if the body of a message is unique to each In order to provide communication between gateways and
application, a standard messaging protocol will simplifuser applications we chose to leverage the eXtensible Mes-
data payload delivery. saging and Presence Protocol (XMPP)[17]. XMPP is an open
Extensible Message Typesbifferent applications can XML-inspired Internet protocol traditionally used for amé

be expected to require dramatically different messagbat communications. Originally based on the Jabber pobtoc
types. These could range from simple differences liKéMPP has evolved to incorporate features well beyond simple
one type of sensor over another or more significaimstant messaging such as: event publishing, voice stregmi
changes such as streaming versus packetized data. file transfer and profile information management. The notion
Point-to-Point and Multicast Messaging: The com- of presence, which is central to its operation, refers to the
munication protocol should be able to provide point-toability for groups of clients to detect other clients contiveg
point as well as, broadcast support in order to interfa@ad disconnecting from the system. This is critical both to
with multiple applications. Multicasts should ideally beédentify when a service becomes available and to direchtlie
implicit and not require any changes to the originaib-client communication given potentially new locations i
application if more or fewer listeners exist in the systenthe network. Figuré |3 shows how XMPP uses decentralized
Support for Data Tracking and/or Event Logging: addressing making it highly scalable. Much in the same way
For maintenance purposes, the system must have thdomain can run its own email server, addressing in XMPP is
ability to track where data are being moved and thaefined first with a client identification (referred to as a )JJID
volume of data that different applications are generatinfpllowed by a domain name and then a namespace. Entities
This can be later used for reconfiguration, fault analysissing XMPP are classified as clients and servers. For example
and/or to optimize system parameters. There also neegis x@ensor . andr ew. cnru. edu/ wat er - pi pes identifies a

to be a mechanism for storing information about trangarticular gateway node’s addregs; x , at an XMPP server
ducers, such as part number, units, location, etc. address,sensor . andr ew. cmu. edu with its "namespace”
Security, Privacy, Access Control:Providing security specified aswat er - pi pes. An XMPP server with the correct
and access control at an applications communicati@ecess permissions can pass a local client’s requests tfoeaino
interface is essential for protecting sensitive informaXxMPP server which, in turn, can pass the request to the

Communication
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Fig. 2. XMPP Publish-Subscribe transactions to suppotectbn of sensor networking data.

destination client. The addition of namespaces appended t&XMPP has its limitations in our context. Some examples
the addresses allows for the creation of multiple views.  of these limitations are:the need for data schemas to steict

XMPP supports publish-subscribe messaging where Jifsgnsducer data, adapters to interface hardware devids wi
can send and receive messages through what are ealed XMPP, data services to support applications and software
nodes Event nodes are addressable data channels that alRg¢nts that can be easily developed and deployed to analyze
clients to publish and/or subscribe to event feeds. Nodegs nnd respond to the messages.However with the addition of
also maintain a history of events, provide meta-infornraticour tools and supporting agents, which will be addressed in
about the event feed as well as contain access controfisis. Section’ IV, it enables large-scale sensing and addrestes al
push model of communication provides a powerful mechanisif€se issues.

for distributing sensor data to any interested application C. Transducer Layer

user. ) ) )
XMPP satisfies our initial requirements in the followingn The transdgcer layer consists of end-devices that. tygicall
ways: ave the ability to measure or change some physical char-

acteristic of the environment. This might be as simple as a
1) XMPP provides a standard, scalable messaging and presnperature sensor, or could include a sensor like a cellula
ence protocol with security features such as user/groppone that is detected using Bluetooth while moving past a
authorization, authentication, and access control. Singateway. The collection nodes in a classical wireless senso
XMPP is already an Internet standard, we can leveragetwork would be considered part of the sensor layer. Inscase
commercially available servers that are maintained Wike that of an energy measurement device connected to a
the community. linux host, the energy device would be considered a traresduc
2) XMPP’s addressing and messaging scheme is optimizetile the linux host would be a gateway typically running an
for short messages with point-to-point as well as broaddapter (described in Section 1V-B).
cast capabilities. The addressing scheme is not bound tdcach transducer in Sensor Andrew exists as an XMPP
a physical network location making it ideal for mobileevent node that has information published by an adapter
devices. on its behalf. Figureé ]2 shows an overview of the XMPP
3) XMPP provides a publish-subscribe functionality fopublish-subscribe system. Each event node contains an XML
pushing sensor data. This is an ideal model for maspecification describing the transducer’'s capabilitiegerE

distribution of data. nodes can be hierarchically organized so that subscritzers c
4) XMPP provides organized event messages with an ibe notified when particular related groups of nodes produce
ternal database for storing transaction records. data. Figure 5 shows a typical sensor message from a FireFly

5) XMPP can utilize clustering or replication to meetvireless sensor node.
scale demands as well as provide primary backup fault-Many of the Sensor Andrew applications require support
tolerance. for mobility. XMPP inherently supports mobility with its

CMU-ECE-TR-08-11 Copyright© 2008 Carnegie Mellon University 5



addressing scheme and presence protocol. As gateway sleviee Server Layer

enter and leave the network, their presence is detected angpg server layer consists of the XMPP servers along with
logged. Mobile devices are specially tagged and publisised @, jq,s client applications calledgents The purpose of the
event nodes in a separate pool. In cases where mobile nodgs o, layer is to provide a simple means for applications

are not as resource-constrained as infrastructure noges (f,nning on desktop class machines to communicate with each
example, a cellular phone), they are given full JID add®ssge, applications can not only subscribe to event nodes,

so that they can generate and receive XMPP messages Wi they can also publish their owneta-eventsThese meta-

Internet clients. . events can then be consumed and used by others.
The heterogeneous nature of Sensor Andrew requires sup-

porting vastly different types of transducer devices. T thF. Actuation Support

point, we have focused largely on resource-constrainedver | - actyation in Sensor Andrew must deal with security and
datarate devices like wireless sensor nodes. Sensor AndyaWorce sharing. Actuation takes place as a split-phas@op
must also support high datarate devices such as video streggy, with an action signal followed by a completion callback
ing systems. For devices with high bandwidth requirementSyst gateway devices that support actuators are required
XMPP offers a hand-off mechanism for establishing a seCWpscribe to their respective actuator event nodes. Antagen
link between two clients. Even though the datarate would kg puplish an actuation request to the event node which is
prohibitively high for the XMPP server to store all of the @at an translated by the gateway’s adapter into a native cordma
this handoff approach enables the server to catalog thealyPgqr the actuator. Once the actuator operation has compitsted
data and which clients were involved in the transactlonsThﬂransaction, a new state value is published back to its event

can be utilized later for searching purposes or for cofrat node. An interested agent could subscribe to this event node
other sensing events with the high bandwidth streams. to confirm the requested transaction.

IV. SYSTEM COMPONENTS
D. Gateway Layer . - . :
We now describe the detailed implementation of the various

The gateway layer consists of devices that typically haw®mponents described in the previous section.
access to the Internet. As described in the next sectiosethe
devices run a full XMPP client with associated adapters f& Sensors Over XMPP (SOX)
any attached transducers. Gateway devices have the dbility \We have built a Sensor Over XMPP (SOX) library as a layer
create and manage nodes for which they publish data. Deviogstop of XMPP that provides a set of common tools as well as
at the server layer can subscribe to these event nodes,yor th@iniform interface for all Sensor Andrew applications. [€db
can directly address messages to the gateway. For examplsh@ws the current SOX command-line tools that wrap various
gateway in a classical wireless sensor network would publig\PI calls for simple use on any Unix-based computer. In
sensor values for each sensor node in the system eachomfer to support a variety of hardware platforms and opegati
which is represented by a corresponding event node andtacesgtems, we have implemented the SOX library in C, .NET,
configuration messages from Internet agents. LabVIEW, Java and Python. Figure 5 shows an example of
a SOX message generated by a FireFly node, is a low-cost
wireless sensor network platform capable of data acqoisiti
processing and multi-hop mesh communication.

B. SOX Adapters

Adapters are pieces of software that convert transducer dat
. into SOX compatible messages. These interfaces run on the
Sorver t//-a}}:g; e gateway layer collecting and formatting information frohet
>~ "7 transducer layer. The following list outlines a subset of ou
current Sensor Andrew adapters and what host devices they

ﬁ’ Server Operate on.
-" Q,;;g;:&};?p « A Leechis an agent that polls existing legacy databases
o 0o O searching for new entries for specified devices and pub-
Handler Sensors .
Server lishes these to an event node. For many legacy systems

with proprietary communication protocols, pulling in-

% O formation from a database is one of the few practical
Registration solutions for accessing the information. Currently, the
Notification Leech extracts data from Enersure [18] devices, from
Trendpoint Systems, as well as various BACnet devices

on campus.
Fig. 3. Sensor Andrew services provided by multiple servers.

CMU-ECE-TR-08-11 Copyright© 2008 Carnegie Mellon University 6
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Fig. 4. Various Sensor Andrew transducer devices: (a) BAcRB, sensor as part of a buildings HVAC system (b) Hobo temperatndehumidity sensor
(c) FireFly sensor node (d) FireFly gateway (e) Enesuraititbeaker power metering system (f) FireFly power outletssgy and control node (g) Watts-Up?
Pro outlet energy monitor (h) The Energy Detective home energgitoring system. Note in (d) the Sensor Andrew privacy pofiticker required on any

devices placed in public locations.

SOX command Function
sox_creat e_event _node Create an event node for future
data publishing

Remove an event node
Add access for a user or grouI

sox_del et e_event _node
sox_add_publ i sher

to publish

Add access for a user or grou
to subscribe

Check if user/group has access
to a node

Create a user account
Delete a user account
Create a group

Delete a group

sox_add_subscri ber
sox_aut henti cate

sox_adm n_creat e_user
sox_admi n_del et e_user
sox_adm n_creat e_group
sox_adm n_del et e_gr oup
sox_add_nenber Add user to a group

Sox_r enpve_nenber Remove a user from a group
sox_get _| ast _data_from node Return last data from an event|
node

Publish data to node
Subscribe to node dumping its|
data to the console

Send a message directly to a
a user without pub-sub

sox_publ i sh
sox_subscri be_exanpl e

sox_send_msg_t o_user

TABLE |
SOX COMMAND LINE TOOLS. THESE ARE WRAPPERS AROUND THE MAIN
SOX APIFUNCTIONS.

The Energy Detective (TED)produced by Energy Inc,
shown in Figurel 4(h) is a device used for monitor-
ing home electrical consumption at the main household
breaker. The adapter either runs on a PC or an embedded
linux device wired directly to the TED.

Watts-Up? PRO is a socket-level energy measurement
device with a serial port for exporting data. This adapter
runs on an embedded linux host or nearby PC.

HOBO by Onset Computers, shown in Figure 4(b), is
a low-cost USB or serial device that typically connects
directly to a desktop computer. It is ideal for capturing
environmental data near office computers around cam-
pus. The adapter is a Java daemon that executes in the
background of Windows and Linux computers.

Other devices such as mobile inertial sensors, desktop
notification devices and IR transducers have been used
in past experiments. Many short-term applications simply
pass data to the SOX command line tools as an easy and
effective way to get devices online.

1) XMPP Server:Sensor Andrew is designed to operate

« The FireFly Sensor Network is comprised of wireless using a standard XMPP server that supports messaging as
802.15.4 devices [19] shown in Figure 4(c). Gatewayssell as event publishing. For this reason, there are meltipl
as shown in Figure 4(d), have adapters that execute wable enterprise class servers that can support our acttie.

a Gumstix embedded linux board which bridges to th@ our current deployment, we are using t@penfire [20]
sensor network using RS232 serial communications. Teerver from Ignite Real-Time Software. Openfire is an open-
adapter running on the FireFly node’s gateway musburce server that provides a web interface for configuratio
facilitate bi-directional communication. Commands fronrand management. This interface allows us to quickly view
SOX agents configure the network while outgoing sensgateways that are currently active and manage users. Access

values are published.

control for users is provided through access control lists

CMU-ECE-TR-08-11 Copyright© 2008 Carnegie Mellon University 7



<Devicelnstallation id="0x000003A2" type="FIREFLY"

(imestamp="2008-05- 10T10:23:00"> also be "tagged” as relating to one or more physical "systems

<Transducerlnstallation name="Light" id="0001" > denoting what different users consider the transducer to be
<TransducerValue value="100"/> measuring or controlling, such as a zone within a heating
<TransducerDescription system or a circuit in a lighting system. Finally, one or more
Manufacturer="Advanced Photonics Inc” data values are linked to a device timestamp. Storing this
PartNumber="PDV-P9003" transducer metadata in a structured fashion is important, a
MinValue="0.00" MaxValue="1024.0"/> : ) nportant,
</TranducerInstallation> different users might need to query the system in different
<Transducerlnstallation name="Temperature" id="0002" > ways, such as finding temperature sensors in a particular
<TransducerValue value="57.6" building, investigating which device is currently hostirg
timestamp="2008-05-10T10:23:00"/> particular actuator, or checking to see which of the users

<TransducerValue value="58.1"
timestamp="2008-05-10T10:21:30"/>
</Tranducerlnstallation>
<TransducerInstallation name="Voltage" id="0004" >

sensors have not reported values recently.

2) Registry interface:Most users will not find it practical

to build their own interface to the registry and archive, so

Fig. 5. SOX message for a FireFly node publishing data. a web interface was constructed to allow browsing, editing,
and creating transducer and device metadata records in the

(ACLs) associated with users, groups and event nodes. XMPERjistry. It is intended to help users to understand how to

supports methods allowing one client to determine and ngodifnap metadata values that they must gather from various

the permissions of another client. Security is managed $gecification sheets and configuration files onto the schema.

whitelists and blacklists associated with users and iddiai The registry interface will guide them through the datayentr

event nodes. Entries into each list are in full JID formae(v process in order to lower the barrier to participation in the

nodes can have JID formatted addresses) allowing acc&ssisor Andrew network. It also allows users to browse and

control across multiple trusted servers. The details of hdgarch existing transducers and archived data.

the server manages access control are outside the scope of ) oo .

this paper, but the interested reader can find more infoamati 3) \Web services APIFor users wishing to build custom

about access control in the XEP-0074 extension of XMPP. @Pplications that need to read or write transducer metddata
the registry, a web services AP| exposes the Data Handler's

C. Data Handler functionality to HTTP and XMPP requests. This API supports

The Data Hander is & web spplcation tat oersees {YPSOLCE Uscorery ueres, reauess o detaled it
read/write activity on the transducer registry and tracsdu ' gistry P 9,

value archive. At the core, the Data Handler contains t grving trapsducer data values from the archive. Resuitbea
registry and archive schema, business rules, and reael/w([g m?:er%nc;(;\:ltlg fgrS;i/}n?er-sk:eurg:no-I;et:diblveerHs:(-JI\r?L(;fa}csr:\ew\‘/av”eb
functions. It was implemented in an object-relational niagp erg'ceF’)s HTTP URI-based commands .'s mapoed to an XMPP
(ORM) framework in order to meld an object-oriented modelST ! ! bp

view-controller (MVC) library with a relational databaséle API, allowing XMPP clients to interact with the registry and

chose to use the Python web application framework DjanS‘cr)Ch'Ve without needing an HTTP library.
because of the many free components available and the ease gfs Historical data logging: While some users will use

deploying the entire application—from database tablesRt U thejr own XMPP clients to log transducer data for historical
re-writing rules—on several platforms, including the Gleog analysis, this is considered such a core feature that it is
App Engine. Using this library, several tools were cread bifered as part of the Data Handler. If this option is selécte

support the core interactions with the registry and archive \yhen registering the transducer installation, the Datadan

1) Schema:The transducer registry and data value archighscribes to the XMPP event node for that transducer and
schema defines the relationships among the numerous kindg@hives all data values published to the event node. The
metadata that Sensor Andrew supports. As shown (at a higBtorical data is then available via the web interface ot AP

level) in Figure 6, the schema describes how a transducefdSonly those users whose JIDs are authorized to subscribe to
installed on a device at a location in order to measure oneak event node from which the data originally came.

more data values. The transducer installation (or TI) si8si

of a particular instance of a transducer, which is of a type5) XMPP server integrationThe Data Handler inherits the
that senses a particular physical phenomenon. The traasdd¢MPP server’'s permissions model by requiring users to log
is installed on a device (which typically performs the agalo in with a valid JID, which it then uses to authenticate them
to-digital conversion and communicates with the gateway with the XMPP server. This also allows the Data Handler to
acts as a gateway itself). The transducer and device c@nd requests to the XMPP server on the user’s behalf, such as
be situated within arbitrary-depth location hierarchiebjch creating event nodes of which the user, not the Data Harigler,
can support building-floor-room schemes as well as motiee owner. The Data Handler can also publish "node creation”
complex space divisions, and are also referenced to a comnesents on the administrative event node, as well as sending
longitude/latitude/altitude coordinate system. Tramsds can and receiving other XMPP messages and commands.

CMU-ECE-TR-08-11 Copyright© 2008 Carnegie Mellon University 8



Transducer TranSducer Locatlon Dewcg B— Protocol Manufacturer De\”Ce
Specs Connection
Location > Reference
Y Coordinates Point * * /L
Transducer Transducer >°_‘ Y Y ] ) A
Transducer . Device | Device | . | o Device
Instance Installation Installation Instance Device Specs
Y /l\ Location Area
Transducer Transducer { I—
Type Scaling
Data
Physical
Phenomenon Data Value >— . Data
Timestamp

2) Event Notification SystenThe event notification system

is an application that allows events to be combined in order
a to form more complex events. For examplef, laoor -fire

event could be defined as the combination of multiple tem-
perature sensors located throughout the floor raising above
a particular threshold. Users can interact with the system
to combine primitive event values together using Boolean
operators to develop meta-events. These meta-events @an th
be published back to the XMPP server where they are eligible
to be combined with additional events forming an event
hierarchy. Our current implementation of this event system
has an additional client that is responsible for monitorang
subset of events and notifying users via email, text message
or a webpage when selected conditions change.

Fig. 7. SenseViewcreenshot displaying sensor values for a node on campus. . .
E. Security and Privacy

Given the physical nature of the information collected and
exchanged throughout Sensor Andrew, one has to be naturally
C§>(en<:erned about security and privacy. Our privacy mechais
fange from technological solutions, such as encryption, to
|r%brmal policies such as proper information distributitm
the social community and labeling of devices. The Principal
1) SenseView: SenseViésva tool that enables hierarchicalipvestigator of each project that is part of Sensor Andrew
and visual browsing of physical location information angk required to sign our privacy policy and go through a
sensor values. Visual maps can be created by composiMgcklist to ensure that they are compliant with the privacy
polygons, each with the ability to link to a different viewpglicy as well as the university’s Interanl Review Board B)R
Access to real-time data is provided by directly subscgbinequirements. Devices placed in public areas must clearly
to event nOdES Captured as |il’lkS in the map. The event no%lay What information they are Capturing and Where mrth
also provide attribute information describing the sensi@p information about the project can be located.
information is fetched from a dedicated map server with its Fyyrthermore, built-in security measures in the architectu
own access COI’]tI‘Ol |iStS based on SOX authentication. Muﬁl:b extreme'y important' A” server-'ayer Communicatiam
like a web browser with hyperlink§enseViewllows a user to pjace over XMPP using SSL connections. All client applica-
traverse through different views by clicking on differemr{s tjons are also required to authenticate with a user-name and
of the map. The user can select and subscribe to availaglessword. Any guest access to the network is automatically
event nodes given the correct permissions. Once subscribgétricted by the access control lists to anonymous data tha
to a data sourceSenseVievgraphically displays data as it iScould not be used to identify individuals. Whenever possible
being published to the XMPP server. security is used within individual subnets. For exampler, ou
Figurel 7 shows a screenshot@¢nseViewvith the top-level example wireless sensor networking deployment uses encryp
campus map displayed. Maps can be customized basedtion for all infrastructure communications.
address and namespace providing application specific views »
It is also worth noting that event nodes are not required to be SOX Specific Enhancements
literally sensors. They could also be higher level metaitsre  Anytime a system leverages existing components there are
as described in the next section. bound to be technical as well as design incompatibilities. S

D. Server Layer Agents

We next describe example applications that run as S
agents subscribed to various event streams. While ongoi
these are two early applications.

CMU-ECE-TR-08-11 Copyright© 2008 Carnegie Mellon University 9



far in this section, we have described many of the technol 20

gies selected for each layer. Now we summarize some ‘ 1200
the enhancements to these technologies required for Ser | —— Power (Watts)
Andrew. We developed the SOX library and data schen | — Light Intensity (1ux)

required to use XMPP for sensor data. This included ¢
extensive set of adapters required for interfacing witimgra
ducers. Modification of the XMPP server was required to ac
group permissions to publish-subscribe event nodes sipce
default access control only applies to users. We are sugges!
this ACL addition along with our schema as part of a SO.
extension protocol to the XMPP community. As described | o ‘ ‘ W ‘ 0
Section V-B, we built a lightweight XMPP message protocc 0 20 * samples 80 100
for compatibility with highly resource-constrained dessdike

wireless sensor nodes. We developed an extensive set of dage8. Power values from a circuit breaker that is feedimghts to a
SOX agents for registration, discovery, logging and viepaf conference room, accompanied by light intensity measuremériteesame
sensor data. We also provide application agents for trgckin

mobile devices and alerting users of events. The Sensgat polls devices on demand would be ideal if few and/or
Andrew infrastructure allows the addition of new transdecegporadic requests are made to devices. This could polgntial
to seamlessly work with existing applications. be more energy-efficient if, for example, the push architect
was transmitting data without any active subscribers. if re

quired, XMPP does have functionality to initiate out-ofada

This subsection addresses some of the limitations in {agmmunication and can be used to support pull operations.
Sensor Andrew architecture. Our requirement of transactio

logging forces all messages to go through a server even if fhe Building Energy Monitoring
action could be completed with a point-to-point transactio The first application we present focuses on accomplishing
To help alleviate bottlenecks, a unique server can be usaaergy savings through non-intrusive electrical load ruoni
for a single domain of interest. For high-speed sensor daitag of a building and user feedback. The premise here is that
there is currently no database logging capability. A tratiea  better decisions can be made towards saving energy if the
record exists, but the bandwidth of streaming data would b@erational schedule of most of the appliances in a building
too much burden on the main message server. Our currgnbwn. One way of determining this schedule is to instaltele
permissions model does not support fine grained accesotontical meters on each of the appliances and then have them all
over individual record elements; it only provides accessm networked together and reporting to a central location.tAeo
at the event node level. approach is to install a single electrical meter at the meddf
of the building, and by making use of signal processing and
statistical pattern recognition techniques, decompoisetatal

In this section, we evaluate various aspects of the Sdoad into the individual appliances composing it. The pcoje
sor Andrew architecture. The goals identified in Section e describe follows the latter path, with the rationale that
have been largely satisfied by the various components dpproach reduces hardware and labor costs, while possibly
the architecture. We have provided a communication layproviding the same results, as shown in/[21].
which can support a large number of clients and continueFor this application a number of different commercial and
to scale through distributed server addressing. Levegagiresearch-grade sensing devices are used: (1) Two eléctrica
existing enterprise servers makes deployment and managenpanels located in the Porter Hall building on the campus
of this infrastructure highly configurable and easy to ma&nagwere retrofitted with EnerSure [18] electric circuit momgp
The generic nature of our XML-based messages allows feinown in Figure 4(e). These devices acquire different power
extensibility making it simple to extend our schemata fownemetrics from all the individual circuits in the panel, anchdze
devices. The architecture supports privacy and securniputih polled via TCP/IP or RS-232 using Modbus. (2) A number of
the use of encrypted connections and access control fos udéireFly power sensing nodes, shown in Figure 4(f), are used
and groups. to measure the consumption of separate appliances thratigho

Given these solutions, we now discuss where our architébe building, as a way to obtain ground truth data. (3) Other
ture fits into the full design trade-off space. Our desigrdsenpower meters are used intermittently to obtain load profiles
to be more push-oriented and hence slightly more centdhlizior certain appliances and/or as ground truth sources. (4)
compared to a fully distributed configuration. A push archi-astly, there are a few light intensity and temperature @ens
tecture has advantages when large volumes of requests sur@tered across different rooms in the building, which can
made to resource-constrained devices. These devices caquiavide useful information that will help the disaggregati
have large latencies and restrictions on how often they eanthsk (e.g. if a light is turned on, it will manifest itself asth
sampled over any particular time period. A pull architeetura power draw and as a light intensity change).

(watts)
S

1100 =

G. Limitations

V. EARLY EXPERIENCES
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abbreviated SOX messages to and from Sensor Andrew via the
Location | T Neighbor gateway. Each gateway manages between 20 and 32 nodes that
Lt Mg form a subnet. As a mobile node moves through campus, it
Lacaﬁon . can sengbing messages to identify nearby infrastructure nodes.
SAMPL's lightweight SOX message type allows a mobile node
o to securely send its password, an arbitrary 100 byte payload
Mobile . . . .
Proxy and a destination JID to the gateway. As shown in Figure 9,
P - the gateway can login on behalf of the mobile node and
Oy Qe O forward this data to its destination. The message includes a
IR " g disconnect timeout so that reply messages can be forwarded
. back to the mobile device. As is depicted in Figlre 9, if
@) the mobile node is between two subnets, then both gateways
(o) Lt sg will login on the device’s behalf and arbitrate messagess Th
provides an effective handoff mechanism. Also, since XMPP
provides presence information when a user logs in, agents ca
be notified when a mobile node becomes connected to the

Load disaggregation is a difficult task, and the non-intreisi network.
ggregation | y I?ased on motion activity levels derived from an accelerom-
approach requires efficient use of the hardware and data tre?er mobile nodes can agaregate neiahbors and transmit a
is already available in the buildi_ng. Sensor Andrew _proulid_em s’sage through the ser?sgor gnetworkgto 2 Sensor Andrew
valuable resources to help achieve the goals of this proj?&gation agent. This location agent will then use the neighb
mainly by allowing easy access to the different sensorgdaca )

throughout the building which were put in place by othel}St and receive signal strength information from the mebil

researchers for other projects. Additionally, Sensor Andr node to provide a coarse-grained location of the mobileatevi

: \ﬁhich it can publish back to the mobile devices’ event node. |
acted as a central data and metadata repository for all the . : L
. ) . urn, other interested agents can subscribe to this infiboma
metering records which the project generates. Data from the. . . . _
. . . . 0 identify the location of any number of mobile devices.

EnerSure devices were being acquired by a Perl pollingtagen

[22] and logged in a MySQL database. The Leech adapter

was used to make data from these devices available to the VI. CONCLUSIONS AND FUTURE WORK

Sensor Andrew network. Similarly, XMPP adapters were used, his report, we presented a multi-disciplinary campus-

to publish data from the other power meters (FireFly, Wall§ije scalable sensor network called Sensor Andrew that is
Up? PRO, The Energy Detective), as well as the enwronmen@signed to host a heterogeneous mix of sensing and low-

sensors (HOBO, FireFly). power applications. We presented the requirements, goals
The graph presented in Figure 8 shows power measureme(y gesign tradeoffs associated with such large-scale het-
obta!ned from an electrical circuit in the pwldmg that. ISrogeneous sensing and actuation systems. Specificadly, th
feed!ng the Ilght's of' a room, overlapped V_Vlth the reaqug%ms of Sensor Andrew are to support ubiquitous largeescal
obtained from a light intensity sensor placed in the same&pam gnitoring, operation and control of infrastructure in aywa

that is extensible, easy to use, and provides security while
maintaining privacy. Our architecture provides a complete
In this section, we describe an effort that both senseemmunication framework allowing new projects to easily
the environment and provides a pervasive communicatibe integrated with existing projects so as to extend overall
infrastructure for mobile devices. One promising applarabf capabilities. A three-tiered architecture allows for eafseman-
the network is the ability to track the location of mobile sen agement, and facilitates security and privacy controlser®p
nodes. These nodes could either be carried by studentstas gpaurce software customized and integrated with our extessi
of a social network or tags attached to valuable equipmant fenables seamless and scalable communications across. layer
asset tracking. As future work, we plan to enhance this architecture by pro-
Multiple buildings across campus have been outfitted withiding support for end-to-end real-time applications tdtdre
FireFly wireless sensor networking nodes. Each node ggeragupport industrial automation. This would include reseurc
from two D-cell batteries and communicates over multipleeservations on various communication and computational
hops to a powered gateway that has access to the campmsmponents along with prioritized message schedulingresff
network. FireFly nodes are primarily used to collect andre already underway to streamline the interface for regist
publish light, temperature, acceleration, noise leveltdpg ing, configuring and querying sensors through web services.
voltage and network topology values once every four minut®¥e plan to continue development of tools and applications as
using the SAMPL [23] networking protocol. SAMPL alsowe continue to explore real-world sensing and actuatiori-app
provides a generic communication interface allowing nodestions making datasets publically available for the rnedea
to directly query the infrastructure nodes as well as semdommunity.

m Gateway-2 —Nm
Mobile

Fig. 9. Mobile node communicating with Sensor Andrew locatagent
using a wireless sensor network.

B. Wireless Sensor Networking
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