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ABSTRACT
Understanding the location of acoustically relective surfaces in a
room is a critical component in advanced sound processing. For
example, intelligent speakers can use a room’s acoustic geometry to
improve playback quality, source separation accuracy, and speech
recognition. In this paper, we present Synesthesia, a system for
capturing the acoustic properties of a room using a single ixed
speaker and a mobile phone that records audio at multiple locations.
Using the arrival time of echoes, the system is able to reconstruct the
position of relective surfaces like walls and then estimate properties
like surface absorption.

Previous work has shown how the acoustic room impulse re-
sponse (RIR) of an environment can be used to analyze echoes
within a space to reconstruct room geometry. The best current
RIR-based approaches rely on high-end equipment and capturing
an acoustic signal broadcast into space from a known ixed con-
stellation of microphones. They also require the precise calibration
and measurement of microphone positions. In addition, most ap-
proaches pose constraints on room geometries and limit the order
of RIR to achieve accurate and consistent results. In this paper,
we introduce a new approach that performs RIR imaging using a
mobile phone that tracks its location with visual inertial odometry
(VIO) to record a dense set of samples albeit with noise in their lo-
cations. We present a new approach that is able to relax several key
assumptions on RIR and show through both experimentation and
simulation that even with 20cm of uncertainty in the microphone
locations provided by VIO, we are still able to reconstruct the room
geometry with accurate shape and dimensions. We demonstrate
this capability by prototyping a tool for acoustic engineers, that
allows a user to view a room’s estimated geometry and absorption
overlaid on the actual sensed space with augmented reality.

CCS CONCEPTS
· Theory of computation → Nonconvex optimization; Unsu-
pervised learning and clustering; · Human-centered computing
→ Mobile computing;
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1 INTRODUCTION
The ield of architectural acoustics is a branch in acoustic engineer-
ing that focuses on improving the sound quality within buildings.
This could range from enhancing speech clarity in an auditorium
to reducing background noise in a restaurant or simply improving
the quality of music in a concert hall or recording studio. One of
the main challenges in this ield is understanding room impulse
response (RIR) along with the location of various sound relecting
surfaces. This information can be exploited for a wide range of ap-
plications ranging from audio forensics [22] to creating 3D spatial
sound efects [39]. The interaction between sound and the environ-
ment can be used by smart speakers [12, 15, 16], or in enterprise
settings, to either improve music quality or tune beam-forming
algorithms to enhance speech recognition [6, 13, 37]. In contrast
to existing room mapping approaches like laser and depth sensors,
acoustic sensing captures the surfaces that have the most signif-
icant impact on sound performance in space. For example, glass
relects sound but allows light to easily pass, and materials like felt
absorbs sound but would be detected by vision or lasers.

Currently, when acoustic engineers optimize the sound proper-
ties of a space, they draw from a set of sound modiication options
like adding sound absorbers and structures to block noise, adjusting
frequency levels, or leveraging electronic sound masking systems
to combat various acoustic problems. For specialized listening areas
like music halls, modeling tools can help optimize construction, but
the ine-tuning of real-world sound performance typically requires
an arduous trial and error process where installers evaluate various
conigurations of absorbers and relectors either with measurement
microphones at speciic points in space or with a well-trained ear.
The geometry of the space and the absorption coeicient of all sur-
faces plays a large role in a space’s overall acoustics. This makes it
extremely diicult to optimize acoustic properties, especially with
a limited number of sampling points. In the case of smart speakers
trying to sense the environment, they have the disadvantage of
only being able to listen at a single point in space.

In this paper, we introduce Synesthesia1, a system that takes the
irst steps towards providing acoustic engineers with the ability to
accurately capture and visualize the relection and absorption of
sound within interior spaces through the use of a mobile phone as
a receiver. With acoustic room geometry information (not just wall

1 Synesthesia is named after the phenomena where one sense in a person triggers a
reaction in another sensing system (e.g. seeing sound).
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locations), smart speakers and high-end audio theater systems can
better sense their environment to improve both their sound output
quality as well as the ability to understand voice commands while
playing music. They are currently limited with a single microphone
that can only sense in a single ixed location. By using visual iner-
tial odometry (VIO) on a smartphone (provided by platforms like
ARKit [5]/ARCore [4]) we can precisely track a phone’s relative
location through space while simultaneously capturing a dense set
of acoustic samples. Figure 1 shows an overview of Synesthesia
that consists of a single ixed speaker array (i.e. a smart speaker)
that generates a number of acoustic and ultrasonic chirps. The
transmissions of chirps are synchronized with the mobile phone as
the user walks around the space. Once a user has covered enough
ground, our system can learn the RIR at each location to estimate
the location of acoustic relectors (like walls) based on echo arrival
time and amplitude. After the acoustic room geometry has been
reconstructed this model can be passed on as information to an
audio processing system like a smart and adaptive speaker to im-
prove sound quality. As an example, we use Synesthesia to create
a heat map of acoustic absorption at a range of test frequencies
projected on each surface in a room. Since the geometry is con-
structed relative to the VIO starting point of the phone, it is possible
to overlay and visualize the inal heat map using augmented reality.
New versions of ARKit 2 support visual relocalization, so the phone
can reload or share this information. This creates a powerful new
way for users to explore the space seeing actual acoustic absorption
mapped as colors in the environment. Though out of the scope
of this paper, the same acoustic map may eventually be used to
optimize speaker performance [29].

In the early 1900’s, Sabine began to model the impact of people,
frequency and the geometry of spaces on acoustics [32]. Signiicant
follow-on work has explored modeling sound in indoor spaces to the
point where it is possible to use the arrival time of echoes relected
of of walls to reconstruct room geometry [3, 8, 11, 17, 24, 30, 31, 36].
These approaches leverage the RIR to ind the most likely position
of walls in space using a set of speakers and microphones in a ixed
and well-known coniguration. For Synesthesia to achieve its goal of
seamlessly allowing a phone to scan the space, we must relax a few
of the key underlying assumptions from this body of previous work.
First, our approach does not require prior knowledge of the number
of relective sources (typically walls) found in the room. Second,
we do not assume that we receive all of the irst echoes relected of
of surfaces. This is critical when dealing with mobile objects like
people moving in a space. Third, we assume there are errors in the
location estimates we received from our microphone placements
provided by VIO. We transform the reconstruction problem into
a multi-layered optimization problem using Euclidean distance
matrix (EDM) properties, and apply techniques including semi-
deinite programming (SDP), combinatorial optimization, searching,
and clustering to tackle the problem. Using a dense sampling of
chirp recordings with relative positioning, we can create a high-
resolution 3D image of relective and absorbing surfaces in any
given space. For the rest of the paper, the term "room geometry"
refers to all of the acoustically relective surfaces in a room.

In our prototype, the audio signals are transmitted from a Blue-
tooth triggered piezo speaker and recorded by a smartphone. The
smartphone is initialized from the speaker’s position and is used to

Visual Inertial 

Odometry

(x, y, z)

Figure 1: System overview

trigger transmission and recording of test waveforms while anno-
tating them with the visual odometry coordinates. Room geometry
reconstruction and the absorption imaging are computed oline
and then transmitted to an augmented reality phone application as
a series of colored 3-Dimensional translucent polygons.

In summary, the main contributions of this paper are:
• An approach for acoustic room geometry reconstruction that

assumes no prior knowledge about the number of surfaces
and does not assume detection of all irst-order echoes. Our
approach is also robust to position error in recording data.

• We also present a platform that uses a single centrally located
speaker module and visual inertial odometry on a mobile
phone to simplify recording samples from a large number of
microphone positions required to create an image of a space.

• Finally, we demonstrate the end-to-end system with an aug-
mented reality tool that can visualize an estimate of the
sound absorption coeicient of materials in a room.

2 RELATED WORK
In the 1960’s, Kac famously lectured about a solution for solving the
age-old physics problem of estimating the geometry of a drum based
on the sound generated from striking the surface. More recently, this
problem has been extended to estimating the shape of rooms based
on their acoustic RIR [3, 8, 11, 17, 24, 30, 31, 36]. Acoustic geometry
reconstruction typically assumes a set of microphones and speaker
arrays with known locations. These transmit and receive pairs
estimate the location of walls and obstacles based on the time
delays of echoes. Most approaches rely on measuring the RIR and
ind the most likely location of walls based on the signals’ time
of arrival (TOA) [8, 11, 17, 30, 31, 36] or time diference of arrival
(TDOA) [3, 24] of impulses, depending on whether the speakers
and microphones are synchronized.

One approach models walls as planar surfaces tangent to the ellip-
soid deined by the distance between transmitter/receiver pairs [3,
31]. To ind the overlaps among multiple ellipsoids derived from
noisy measurements, most techniques adopt Hough transform or
RANSAC to reliably and eiciently ind the best solution. However,
they often require known microphone positions and the localization
of the sound sources using the direction of arrival (DOA).

Another approach utilizes the Image Source (IS) model [1] to
describe how the sound waves propagate to reduce the computa-
tion complexity of wall localization. In [24], the author exploits the
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Speaker Array

iPad Pro

Figure 2: Experiment setup

constraints on convex polyhedral room geometry imposed by the
combination of irst-order and second-order relections and presents
a method to reconstruct room geometry from a single channel im-
pulse response. Unfortunately, this method requires the detection
of all irst-order and second-order relections, which is diicult in
practice. In [11], Dokmanić et al. proposed using the properties
of EDM to brute-force all combinations of echo arrival with mul-
tidimensional scaling (MDS) for estimating the location of image
sources and their corresponding walls. To alleviate computational
complexity, however, the system uses an array of 5 microphones
with known positions to limit the number of echo combinations.
In addition, the algorithm requires prior knowledge of the num-
ber of walls and the detection of all irst-order echoes to eliminate
higher-order echoes and correctly reconstruct room geometry. Sim-
ilar follow-on work in [17] later transformed the echo combination
problem into a maximal independent set listing problem in graphs
that can be solved more eiciently using an exponential space al-
gorithm. They used a rank-5 factorization method that was irst
proposed in [27] to directly compute the location of the transmitters
and receivers in linear time. While promising in simulation, this
approach requires at least ten sound sources and ive microphones.

More recent work leverages a mobile device to replace multiple
microphones [26, 38]. In [26], the author studied the possible room
shapes that can be recovered using a mobile node, but assumed
perfect localization and precise echo ranging. In [38], a commodity
smartphone is used to achieve ine-grained reconstructions through
short-range scanning. However, the method requires the user to
walk a full loop closely to the internal room boundaries which is
unsuitable for 3D reconstruction. To reliably measure the distance
to walls, the smartphone also needs to be held in a speciic position
and follows a careful measurement gesture that is prone to error.

In this paper, we assume no prior knowledge of the number of re-
lective surfaces or the detection of all irst-order echoes. We present
a robust 3D reconstruction algorithm that utilizes semi-deinite pro-
gramming (SDP) to reine surfaces localization, a combinatorial
optimization technique to cope with measurement uncertainty, and
use a clustering algorithm exploiting geometry properties to deal
with missing/spurious echoes. We also present a searching heuristic
to reduce the overall computation complexity. Our system requires
only one speaker and a commercial of-the-shelf smartphone that
samples at multiple random locations in the room.

Microphone 
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Figure 3: Overview of the room reconstruction algorithm

3 SYSTEM OVERVIEW
An overview of our experimental setup is shown in Figure 2. Our
prototype consists of an omnidirectional tweeter speaker with cus-
tom hardware and a mobile device. The omnidirectional speaker
design helps to maximize the number of relections from each wall
and thus reduces the total number of measurements required for
reconstruction. Alternatively, one can rotate a directional speaker
to reconstruct a subset of walls at a time, and later stitch the results
together. Our transmission signal is a linear frequency sweeping
chirp from 20kHzś23kHz with a sampling rate of 48kHz, which is
inaudible yet compatible with commodity smartphones. Each of the
four speakers transmits the signal to distribute it uniformly through
the space. The transmitter synchronizes using BLE with the mobile
device while it records the room response. The synchronization
error is less than 1ms where 95% is within ±200µs , which results in a
ranging error of ±6.8cm. We based our transmitter design and time
synchronization on the platform the authors described in [29]. In
our version of the design, the speakers all transmit simultaneously
(instead of cycling). We discuss the impact of ranging accuracy on
system performance in section 5.

3.1 Image Source Model
In Figure 3, we show a block diagram of our algorithm’s main com-
ponents. The system starts by periodically transmitting acoustic
signals into a room with a loudspeaker, while the user captures
echoes relected back from the surfaces at multiple locations. By
the nature of sound propagation, the relative position between the
speaker, the sampling locations, and the surrounding surfaces are
embedded in the arrival time of the echoes. To model the echo
propagation in a room, we assume the room to be a K-faced convex
polyhedron and we adopt the image source (IS) model as described
in [1]. The main principle of the IS model is to replace a relection
path from a real source by a direct path from an image source.
Assuming the location of the source is known and the echoes obey
the law of relection, the image sources are obtained by mirror-
ing the real source to the surfaces. We refer to a received echo
with n relections as nth -order echo and its corresponding image
source an nth -order image source. We show an example of a irst
and second-order image source in Figure 4. The IS model directly
links the location of the image sources and the room geometry;
knowing the location of an image source is equivalent to know-
ing the location of a surface. Using the IS model, we can convert
the room geometry reconstruction problem into an image source
localization problem where typical indoor localization techniques
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Figure 4: Illustration of the irst-order and second-order im-
age sources drawn with their relection paths.
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Figure 5: Cumulative distribution function of the localiza-
tion error derived from ARKit traces.

can be applied. The main diference is that instead of localizing
the real source using line-of-sight (LOS) signals, here we aim to
localize multiple image sources simultaneously using the multipath
relections. To determine the location of an image source in 3D, we
obtain ranging measurements to the image source from at least
4 diferent locations (more locations will improve performance).
This is achieved by measuring the RIR from the received signal and
convert the arrival time of the echoes into ranging estimates.

3.2 Visual Inertial Odometry for Localization
One of the critical enablers for being able to perform rich sonic sens-
ing of environments is the ability to collect recordings at known lo-
cations rapidly. Recent advances in augmented reality (AR) [14, 23]
have led to mobile phones that can precisely track their relative
position over multiple meters using visual odometry (VO) fused
with onboard inertial measurement (IMU) data. The so-called VIO
systems track the motion of a ield of feature points across im-
age frames to accurately estimate the device’s motion path. Apple
and Google have released AR Kit and AR Core respectively that
provide excellent VIO systems for mobile phones. Due to acoustic
reciprocity, it is conceptually possible to swap microphone and
speaker at any pairwise recording locations. Using a ixed speaker
and any number of microphone sampling that can be localized mov-
ing through space, we can approximate arbitrarily dense sensing.
In our prototype system, we use a single audio module to transmit
the signal and record the data using the onboard microphone of a
smartphone. The smartphone triggers the audio transmission over
BLE and constantly streams back the recorded data to Matlab along
with its location. We include a mount on the top of our speaker

where a phone or tablet can be placed to maintain a constant ori-
gin coordinate. As we describe later in the evaluation section, this
is useful for rendering objects like absorption heat-maps in their
correct global coordinate frame for viewing with AR.

In our experiments, we used ARKit on an iPad pro running iOS
11 to evaluate the performance of currently available VIO systems
on a mobile tablet. We collected ground-truth data at a set of 120
coordinates across our medium size room shown in Figure 13c by
walking around the room while ARKit was streaming the tablet’s
coordinates at 30Hz. Each time we reach a ground truth marker,
we pressed a way-point button on the screen. Figure 5 shows a
cumulative density function of the localization error after the phone
had moved more than 100 meters over a 20 minute period. We see
that the average error was 16cm with a worst-case error of only
50cm. In section 5 we evaluate the impact of this performance on our
ability to reconstruct room geometry and perform acoustic sensing.
One can imagine that as AR systems evolve with the addition of
depth cameras and higher resolution VIO, this performance will
only continue to improve.

3.3 Acoustic Ranging
Pulse compression is a widely used technique in RADAR systems to
improve the ranging resolution of signals. The transmitting signal,
called a chirp, is a sinusoid where its frequency increases/decreases
with time. When a chirp is cross-correlated with itself, the resulted
signal behaves like a sinc signal around its peak value due to the
frequency sweeping characteristic, and thus provides increased
ranging resolution and signal-to-noise ratio (SNR). We selected a
linear sweeping pattern due to its robustness against the Doppler
shift. The ranging resolution of a linear frequency modulation
chirp is inversely proportional to the sweeping bandwidth given
by c

2∆f , where c is the speed of sound and ∆f is the sweeping
bandwidth. After pulse compression, the power of the received
signal is increased byT∆f , whereT is the pulse duration. In general,
to achieve the best signal reception and resolution, one would select
a chirp with long duration and large sweeping bandwidth. We chose
a chirp length of 300ms based on the RT60 reverberation time of a
typical size room [34]. Limiting the chirp length to the reverberation
time helps to maximize the SNR of the received signal without
spending excessive energy. Our chirp has a frequency sweeping
range of 20kHzś23kHz such that it is inaudible to humans while
capturing room geometry. We can later lower the chirp’s frequency
into the audible range for capturing sound absorption in the audible
frequencies that are relevant to most acoustic engineers.

3.4 Preprocessing
In order to maximize the SNR of the received signal, we assume
an additive white Gaussian noise (AWGN) model for the acoustic
channel and apply a matched ilter on the received signal. One
side-efect of matched iltering a chirp signal is that it produces
undesirable sidelobes around the main peaks, which makes peak
detection diicult when multipath relections are present. To reduce
the efect of sidelobes, we apply an additional envelope detector on
the matched signal. We search for the local maxima in the detected
envelope, and then mapped them back to the nearest peaks in
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Figure 6: Example of the raw signal after matched iltering,
the envelope detector and the selection of peaks.

the correlated signal. An example of the matched iltered signal,
envelope detector, and the selection of peaks are shown in Figure 6.

4 GEOMETRY RECONSTRUCTION
In an ideal scenario, each microphone recording will capture echoes
from all image sources, which means that a minimum of 4 measure-
ments would be enough to localize all image sources simultaneously
in 3D. However, this would require an ideal mapping between the
echoes to the image sources that produce them, which is referred to
as the echo labeling problem (subsection 4.2). The main challenge
of echo labeling is that the arrival time of the echoes is location-
dependent, and higher-order echoes from a surface may arrive
earlier than the irst-order echoes from another surface. One so-
lution is to adopt the EDM formulation[11, 17] with a calibrated
microphone array to ilter out the incorrect echo combinations and
reconstruct the room geometry. However, the EDM approach is
not feasible when a self-tracking microphone is used to emulate a
calibrated microphone array due to the diferent distances between
microphone locations and inaccuracy in microphone tracking. In
our algorithm, we use the same EDM formulation as a building
block, but apply new optimization to address challenges in uncon-
strained microphone locations and missing/spurious echoes. We
propose using an SDP method to improve the robustness against
measurements uncertainty (subsection 4.3) and introduce combina-
torial optimization to reine our solution (subsection 4.4).

Another challenge in unconstrained microphone locations is the
exponential increase in computation complexity. To reduce the com-
putation time, we propose a searching algorithm that utilizes the
convexity of the EDM space to eiciently determine the candidate
combinations (subsection 4.5). Once we have mapped the echoes to
their image sources, we can localize them and reconstruct the room
geometry. In reality, using the minimum number of measurements
is often insuicient due to blind spots. Whether we can receive a
relection from a surface or not depends on both the measurement
location and the geometry of relective surfaces. In addition, each
propagation path can be individually blocked or badly attenuated
by clutter or people and may not be captured by the microphone.
To deal with missing and spurious echoes, we divide all microphone
locations into subsets and derive sub-optimal solutions accordingly.

We later consolidate the sub-optimal solutions using a clustering
algorithm with geometric properties to precisely reconstruct the
room geometry (subsection 4.6).

4.1 Preliminaries
We introduce several notations to help formulating our approach
and characterizing the Euclidean distance matrices (EDMs) using
semi-deinite matrices. We denoteSn as the space ofn×n symmetric
matrices and En as the space of n × n EDMs. A Euclidean distance
matrix D ∈ En is deined by a set of n points p1, ...,pn ∈ Rr where

Di j =


pi − pj




2
2 , ∀i, j = 1, ...,n (1)

Let Sn
+ denotes the cone of positive semi-deinite matrices in Sn

and we induce Löewner partial order A ⪰ B if A − B ∈ Sn
+ . We

further denote the hollow space Sn
H := {Y ∈ Sn : diag(Y ) = 0} and

the centered space Sn
C := {Y ∈ Sn : Ye = 0}, where diag(·) is the

operator taking the diagonal elements of a matrix and e ∈ Rn is
the vector of ones.

4.2 Echo Labeling and EDM
Correctly labeling the echoes to their relected surfaces is the key to
recovering the location of the image sources. At irst, we assume an
ideal scenario where measurements are precise and all relections
are received to show how to correctly label echoes. We later discuss
how to relax these assumptions to deal with noisy measurement
(subsection 4.3) and spurious/missing echoes (subsection 4.6).

While each microphone recording is composed of mixed echos
from all image sources, the echo distances from every image source
to the microphone locations are constrained by the relative position-
ing of the microphone locations. The EDM formulation therefore
provides a naturally way to capture these constraints and helps
to sort out the echo labeling problem. Assume we have K image
sources in total and we collect echoes over N locations with known
coordinates, we denote their corresponding Time-of-Flight (ToF)
distances at each location as dn = [dn,1, ...,dn,K ], n = 1, ...,N . By
the deinition of EDM, we can form a microphone EDMDmic ∈ EN

using the pair-wise distances between the microphone locations.
Similarly, if we introduce an additional image source to the set
of microphone locations, we can form an augmented EDM based
on Dmic , but with N unique echo distances added to the matrix.
That is, for each image source k , there exists exactly one echo com-
bination of squared distances, denote by ck = [c2

k,1, ..., c
2
k,N ] for

ck,n ∈ dn , such that the augmented matrix D̄k given by

D̄k =

(

[Dmic ]
[

cT
k

]

[ck ] 0

)

is also an EDM in EN+1. For the rest of the paper, such echo com-
bination that corresponds to the same image source is referred to a
good combination, or otherwise a bad combination. With this EDM
formulation, we can solve the labeling problem by brute forcing
all possible combinations and verifying whether the augmented
matrix is an EDM or not. In practice, however, binary veriication of
EDM is uninformative because any augmented EDM will unlikely
be a real EDM due to ranging error and numerical inaccuracy. Our
goal is then redirected to inding the augmented matrices that are
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the closest to real EDMs, which can be achieved by solving the
Nearest EDM (NEDM) problem discussed in subsection 4.3.

4.3 Nearest EDM Problem
The delta between an augmented matrix and its NEDM often relects
the goodness of a combination, where a good combination typically
has a small delta value. However, to ensure a small delta can only be
derived from a good combination, precise estimates of microphone
locations are required to recover from noisy measurements. In ad-
dition, since the total combinations grow exponentially with the
number of microphone locations and the number of echo distances
extracted per location, the microphone locations need to be close
enough together (e.g. using a microphone array) to efectively re-
duce the number of feasible combinations and determine a unique
solution [11]. In this paper, we relax these constraints and allow
users to take measurements at arbitrary locations tracked by VIO.
Our approach can efectively extend the distances between mea-
surement locations, and therefore improve the accuracy of surface
localization due to geometric dilution of precision (GDOP) [25, 35].
However, utilizing VIO also introduces a trade-of of additional lo-
calization errors and exponentially increased problem space. There-
fore, a robust approach to solving NEDM problems is vital to the
uniqueness and correctness of our solution.

Solving the NEDM problems with a low-rank constraint has
been studied in several literature and known to be a non-convex
optimization problem. Most current approaches rely on approxima-
tion methods. One popular approach to solve the NEDM problem
is classical multidimensional scaling (cMDS), which has shown
to be eicient in computation complexity. The cMDS starts by
performing double centering on the augmented matrix and then
projects the data into lower dimensions using the leading principal
components. This method, however, inherits similar drawbacks of
principal component analysis (PCA) in terms of being sensitive to
outliers. In addition, cMDS has several features that are undesirable
when dealing with noisy data [7]. Instead of directly projecting
a target matrix onto En to ind its closest approximation, cMDS
projects it onto the cone of Sn

+ and map it back to En . This indi-
rect mapping process makes the dissimilarities between the two
matrices intractable and causes the result to be less robust. More
generalized variations of MDS rely on distance scaling and direct
approximation of target distances by minimizing stress based cost
functions. However, these iterative approaches do not guarantee
an optimal solution especially when input distances are noisy.

In this paper, we adopt the SDP approach as we ind it to be more
robust against noisy measurements in practice. EDM-based prob-
lems can be mathematically transformed into SDP formulations by
leveraging the close relationship between EDMs and semi-deinite
matrices [9, 18ś20, 28]. Given an EDM D ∈ En , we can rewrite
Equation 1 as

Di j = p
T
i pi + p

T
j pj − 2pT

i pj

= Yii + Yj j − 2Yi j

where Y = pTp is the Gram matrix of the point set that realizes the
EDM. Since the Gram matrix is positive semi-deinite, we observe
the linear transformation K that maps Sn

+ onto En (K(Sn
+ ) = En )

given by
K(Y ) := diag(Y )eT + e diag(Y )T − 2Y (2)

And reversely we can derive the Moore-Penrose generalized inverse
K† of K such that KK†K = K given by

K†(D) = −
1
2V ofDiag(D)V (3)

where V := I − eeT /n is the geometric centering matrix and
ofDiag(D) := D − Diag(diag(D)) denotes the orthogonal projec-
tion onto the hollow matrices. This is a well-known result for the
suiciency of EDMs originally presented by Schoenberg [33]:

D ∈ En ⇐⇒

{

−VDV ∈ Sn
+

D ∈ Sn
H

(4)

From Equation 2 we see an important property of the linear
transformation K that it is translational invariant, meaning that
the EDMs realized by a point set P and its ininite translational
symmetries P ′ will be equivalent. To force the mapping K and K†

to be bijective and prevent ambiguous solutions, we restrict the
transformation to subspace Sn

C and Sn
H respectively, and have K :

Sn
C

⋂

Sn
+ → En a bijection and K† : En → Sn

C
⋂

Sn
+ is its inverse.

This result provides a key insight explaining the mapping between
the convex cone of En and Sn

+ . However, even though the two
convex cones can be related, a direct mapping between the two sets
does not exist under the same dimensionality. In order to prevent
unbounded optimal solutions [9], we deine the transformation
KV : Sn−1 → Sn as

KV (X ) := K(VnXV
T
n ) (5)

whereVn ∈ Rn×n−1 is the full rank skinny matrix such thatVT
n e =

0. We then have KV (Sn−1
+ ) = En andVnXV

T
n is the Gram matrix of

the point set. Similar to Equation 4, we derive another reformulation
for the suiciency of EDMs:

D ∈ En ⇐⇒

{

−VT
n DVn ∈ Sn−1

+

D ∈ Sn
H

(6)

With Equation 6, we can rewrite the NEDM problem into a norm
minimization problem that can be generally modeled as

argmin
X



W ◦ (KV (X ) − D̄)




2
F

(VnXV
T
n )e = 0,

X ⪰ 0

(7)

whereW is the weighted matrix that relects the accuracy of the
data, ◦ is the Hadamard product, and D̄ is the target matrix we want
to approximate. We drop the hard rank constraint as a relaxation
to prevent non-convexity. Also note that X is solved in a lower
dimension and we can recover the optimal distance matrix using
KV (X ). We choose the Frobenius norm for our objective function
since it naturally connects with the Euclidean distance space and it
is strictly convex. We select the optimizer MOSEK [2] for solving
the SDP problem and the combinatorial optimization problem next
discussed in subsection 4.4.

4.4 Combinatorial Optimization
By solving the NEDM problem, we are able to score all echo combi-
nations based on their augmented matrices’ proximity to the closest
EDM. We determine their scores to be inversely proportional to
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Figure 7: Mean NEDM error (E5) compared between the good
(O) and the bad (X) combinations with ranging errors drawn
from a Gaussian distribution.
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Figure 8: The average number of bad combinations with
lower NEDM error increases with ranging error.

their NEDM error reported in Equation 7. In an ideal scenario,
we could ind every good combination by selecting the one with
the highest score. In practice, however, a random bad combina-
tion could potentially produce a lower NEDM error due to noisy
measurements and inaccuracy in the NEDM approximation, which
eventually leads to erroneous image source locations.

To quantify the reliability of our NEDM approach in random
room geometries with noisy measurements, we ran simulations to
compare the distribution of the NEDM error between the good and
the bad combinations. The results shown in Figure 7 indicates that
good combinations typically have an error below a meter, while
bad combinations yield much higher error over a wider distribu-
tion. Despite their distinct error distribution, bad combinations are
orders of magnitude more than the good combinations that fall into
the same error percentile. In Figure 8, we show mini-benchmarks
comparing the performance between SDP and MDS on solving the
NEDM problems with noise. While SDP achieves a lower number of
bad combinations over a good combination, we observed hundreds
of ambiguous solutions even with a small ranging error deviation
of 4cm. In order to reine our solution, we expand our objective
function to minimize the total NEDM error among multiple combi-
nations while limiting the occurrence of each echo distance in total.
This, in turn, enforces constraints on our distance selection between
combinations and greatly improves the chances of inding good
combinations. The optimal selection is to ind the set of combina-
tions such that their combined score is the highest while satisfying
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Figure 9: Improved performance with gradient-based local
search compared to brute-force search.

all of the constraints, which can be formulated as a combinatorial
optimization problem. Suppose we compute the score si for each
echo combination ci by solving si = NEDM(Dmic , ci ), then we
can solve the following combinatorial optimization problem using
mixed integer programming in the form of

max sT x

subject to AT x ≤ b

x ∈ {0, 1}n

where s is the vector of scores derived from solving NEDM problem,
x is the binary vector indicating whether a combination is selected,b
is the vector for constraining the occurrence, andA is the constraint
matrix that limits the selection between combinations given by

Ai j =

{

1, if dj ∈ ci

0, otherwise
∀i = 1, ..., |c |, j = 1, ...,N

where |c | is the total number of echo combinations. In our experi-
ment,b is set as a vector of ones to achieve the best performance, but
ideally, the constraint can be more relaxed when ranging resolution
is low and peaks are inseparable due to close arrival times. Since the
total number of surfaces is unknown, we encourage the algorithm
to ind as many surfaces as possible by pruning the combinations
using an error threshold and solve the combinatorial optimization
problem with an objective function that maximizes the total score.
This error threshold helps to prevent overitting and can be de-
termined by simple heuristics or based on a prior estimation of
the ranging error. While this greedy approach may allow some
bad combinations to sneak through, it greatly improves the dis-
covery of good combinations and beneits the following clustering
algorithm (subsection 4.6) and overall performance. The objective
function is biased toward combinations with low error due to the
non-linearity of the inverse proportion operation when calculating
the scores. The intuition is to increase the likelihood of selecting
good combinations since the ratio of bad combinations over the
good combinations decreases with NEDM error (Figure 7).

4.5 Gradient Search
Solving NEDM for each combination inevitably becomes a compu-
tational bottleneck due to the large combination space. In situations
where the computation power is limited and/or the application is
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Figure 10: Top-down view of the clustering process in 3D. The detected surfaces
increase exponentially with measurements, improving the clustering accuracy
and overall reconstruction accuracy.
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time sensitive, this impacts the reconstruction performance since
we have to be more conservative about peak selections.

To reduce the computation time, we implemented an iterative
gradient-based heuristic to directly search for combinations with
low NEDM error. Since the problem is essentially a combinatorial
search, our goal is to ind the majority of the target combinations
as a trade-of for computational eiciency. Similar to iterative local
search (ILS) that is widely used for combinatorial problems, our
algorithm dynamically reines its search direction by exploring
neighborhood candidates of the best current solution. We exploit
the convexity of EDM space and design our neighborhood function
based on gradient descent. The search starts by randomly selecting
a combination and solving the NEDM problem as described in
Equation 7. At iteration t , we denote the selected combination
as ct and the resulting true EDM as KV (Xt ). To select the next
combination ct+1, we exploit KV (Xt ) and ind the combination
such that the gradient of the objective function with respect to
the new augmented matrix D̄t+1 is closest to zero. Although the
gradient does not guarantee an optimal searching direction, it can
be derived in a computationally eicient manner and provides
a reasonable approximation. Given our objective function f , the
gradient is given as

▽D̄ f = −2(W ◦W ◦ (KV (X ) − D̄))

During the iterative search, we keep a history of the visited combi-
nations and restart randomly when the gradient leads to a previ-
ously visited combination to improve the exploration of our search.
Whenever the gradient reaches a local minimum and the NEDM
error is below the given error threshold, we solve the combinatorial
optimization previously mentioned in subsection 4.4 to dynami-
cally trim the search space to increase diversity. These constraints
are removed when there are no feasible combinations left and the
search restarts with the history of the visited combinations. The
algorithm ends when the certain percentage of total iterations is
reached or a number of target combinations are found.

Since it is diicult to theoretically analyze the computation com-
plexity for combinatorial search problems, we ran simulations to
evaluate our heuristic. In Figure 9, we show a benchmark of our
heuristic compared to brute force search in terms of the number of
iterations spent. The proposed heuristic achieves 10 times faster at
inding 25% of the target combinations and 7 times faster at the 50%
mark. In general, the percentage of target combinations required
for reconstruction could vary based on the ranging accuracy and
the number of measurements. Experimentally, we ind that 50%
of the combinations are good enough to properly reconstruct the
room geometry.
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4.6 Relective Surface Estimation
In order to localize an unknown number of relective surfaces within
a reasonable amount of computation time, we accept sub-optimal
solutions. Missing/spurious echoes from clutter, such as furniture
and occupants, may also introduce bad image sources. The inal
step of our algorithm is to eliminate these outliers and improve
the localization of the good image sources. This is possible since
that bad image sources would be scattered in space due to the ran-
domness of the combinations, while the good ones would converge
at their true locations due to matching echo distances from multi-
ple locations. As shown in Figure 10, their corresponding surfaces,
which are the bisectors of image sources and the speaker location,
would also follow the same pattern.

To minimize the impact of clutter relections, we recover the
locations by selecting 4 random microphone locations at a time
(minimum for 3D reconstruction) and iterate through diferent com-
binations of microphone locations. During this process we apply
clustering on the combined results until the desired number of
clusters are found. The algorithm therefore discovers larger relec-
tors (walls) irst since they provide more consistent relections and
form clusters faster. To discover smaller relectors, we can itera-
tively remove the processed clusters and continue the clustering
process with wider radius. In general, the resolution of features
the system can detect as surfaces is a function of the number of
measurements and compute time. Capturing the irst dozen major
features is quite feasible, but the complexity increases quickly for
higher resolution maps. In this paper, we chose a density-based clus-
tering algorithm DBSCAN [21] due to its robustness to outliers and
zero prior knowledge of the number of clusters or density distribu-
tion. One drawback of the DBSCAN algorithm is that the clustering
results are sensitive to the minimum neighborhood points and
neighbor distance. Through experiments we ind the results to be
the most stable when the neighborhood point is set to three times
the reconstruction dimensionality, and the neighbor distance is
determined based on our estimation of the ranging error. Once the
clusters are found, each corresponding surface is determined as the
plane passes through the geometrical center of the cluster with a
normal vector pointing toward the speaker.

While clustering copes with the problems of missing echoes and
having an unknown number of surfaces, the algorithm also captures
the clusters from higher-order relections. In order to bypass the
process of identifying and eliminating higher-order image sources,
we observe in Figure 12 that a virtual surface generated by a second-
order echo will always cross their intersection. If the two relected
surfaces are adjacent to each other, the intersection will be an edge
of the room; if they are not adjacent, the intersection will be distant
from the room polyhedron. In fact, this result can be mathematically
proven using geometry and holds for both 2D and 3D scenarios.
Our algorithm leverages this geometry property and determines
the room geometry as the smallest convex polyhedron within the
virtual surfaces that bounds all of the microphone locations. As a
result, the efects of second-order relections and missing irst-order
relections on the reconstructed room geometry is minimized in
the presence of noise.
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Figure 12: (Left) Room geometry with all feasible irst and
second-order image sources. (Right) Overlays of the recon-
struction results where each is computed using data from a
single speaker. The geometry is determined as the smallest
convex polyhedron that bounds the microphone locations.

5 EVALUATION
In this section, we irst evaluate the system’s performance in a
series of simulated environments. We then experimentally validate
the results in a variety of rooms with real phone recordings.

5.1 Simulation
To evaluate the impact of ranging error and the positioning between
the room, speaker and microphone locations, we ran simulations
with a set of random room geometries with 6ś8 walls length from
5ś10m with a minimum angle of 30°. Speaker and microphone loca-
tions are randomly selected with at least 50cm away from the walls.
We used ray tracing to validate irst and second-order image sources
and to simulate path loss. Higher order relections are dropped since
they are rarely detected in reality due to attenuation. We added addi-
tional ranging bias and set the sound pressure level (SPL) to 65dB at
1 meter consistent with readily available commercial hardware. The
wall absorption coeicient is set to 0.5 to simulate the absorption
of common materials in the chirp’s sweeping frequency [10]. For
each parameter coniguration, we ran at least 20 simulations. Since
the estimated room geometry is translation and rotation invariant,
we ind the optimal rotation matrix that minimizes the root mean
squared (RMS) error on microphone locations to align the result
with the global coordinates system for visualization.

To measure the similarity between the ground truth and our
estimation of the room, namely polyhedron A and B, we use the
following criteria based on their overlapping volume and union
volume, given by

Similarity = A ∩ B

A ∪ B
(8)

The similarity metric is strict since it relects not only the rang-
ing error but also captures the translation, orientation and scaling
for each surface. When computing the similarity in cases where
walls are missing and the estimated polyhedron is not bounded,
we artiicially added the ground truth wall so the similarity can
be determined, but penalize it by the percentage of added walls to
the total number of walls. If the estimated polyhedron is bounded
despite missing walls, the same rule is applied when it results in a
better similarity to ensure a fair comparison. In Figure 12 we show
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Figure 13: Experiment environments (Top) and their 3D reconstruction over ground truth (Bottom)
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Figure 14: Simulated reconstruction similarity with (a) vary-
ing ranging errors and (b) varying number of speakers and
microphone measurements.

Room Size Max. Similarity Min. # of Locations
MDS [11] MDS+ SDP+ ≥70% ≥80% ≥90%

(a) 60.6 (m3) 48.2% 63.5% 94.6% 6* 6* 7*
(b) 103.7 (m3) 50.8% 68.4% 90.9% 6 8* 9*
(c) 132.2 (m3) 46.0% 61.1% 90.5% 9 10* 11*

Table 1: System performance and minimum microphone lo-
cations to achieve certain similarity threshold with SDP+ (
+ with proposed optimization, * all walls are discovered).

a simulated reconstruction of a room with a ranging error std of
3cm and achieve a similarity of 93%.

In Figure 14a, we show the overall reconstruction similarity with
ranging error drawn from a normal Gaussian distribution with
varying standard deviations. The similarity is found to be sensitive
to the ranging accuracy and drops quickly once the std passes 4cm.
Still, we are able to achieve 75% reconstruction accuracy on average
with an std of 5cm. The relative positioning between the room,
speaker and microphone also have an impact on the reconstruc-
tion accuracy. Most of the reconstruction error is caused by echoes
arriving closely in time, where the algorithm fails to isolate the
peaks or falsely selects the wrong echo combinations. To prevent
simultaneous echo arrivals, the microphone locations should avoid
lying on the symmetric axes of the room geometry. The algorithm

can also be extended to accommodate multiple speakers by combin-
ing results during the clustering phase. In Figure 14b we showed
the worst-case reconstruction similarity with varying number of
speakers and microphone locations. With diverse speaker and mi-
crophone locations, we can efectively avoid scenarios where image
sources cannot be localized due to geometry constraint. Diminish-
ing return is observed when every wall is localizable and adding
more measurements only improves slightly on estimation accuracy.

5.2 Real Environments
In Figure 13 we show photographs of three experimental environ-
ments. Two are small- and medium-size rooms with a shoe-box
shape and the third is a larger room with an irregular polygon. We
assume that blank walls are acoustically relective and hence that
room wall geometry is an accurate proxy for acoustic relection. In
our experiments, we placed the speaker close to the center of the
room to provide better coverage and collected data at 12 random
microphone locations in the presence of common obstacles (e.g. ta-
bles and chairs). Below each photograph, we show its reconstructed
room geometry overlay on top of the ground truth. While we re-
constructed the room geometry using location estimates provided
by VIO, we also ground truth the locations to further evaluate the
impact of localization error in post-processing.

An analytic comparison between the proposed method with re-
lated work is not trivial since most other approaches have vastly
diferent assumptions and evaluation metrics. In Table 2 we sum-
marize the assumptions and limitations of our proposed approach
compared to related work. We believe the most relevant direct com-
parison can be made with [11] since it shares a similar problem
formulation. We estimated room geometry using the same collected
dataset and preprocessing tool but applied diferent optimization
techniques accordingly. As shown in Table 1, the reconstruction
with [11] performs poorly with an average around 50% similarity
even when all 12 measurements are used. With the proposed op-
timization applied, we ind the reconstruction using MDS-based
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Summary Proposed Dokmanić et al.[11] Jager et al.[17] Moore et al.[24] Zhou et al.[38]
# of speaker(s) 1 1 2 1 1
# of mic.(s) 1 5 5 1 2
Synchronized tx/rx Yes Yes Yes No Yes
Known # of walls No Yes Yes Yes No
Receive all 1st order echoes No Yes Yes Yes Yes

Method EDM, SDP, combinatorial optimization,
clustering, geometry properties, VIO EDM, MDS EDM, MDS, graph theory Geometry properties IMU, measurement ges-

tures
Complexity High High Medium Medium Low
Evaluation environment Real-world Real-world Simulation Simulation Real-world

Cons Require localization of the
receiver.

Require careful calibra-
tion of the microphone
array.

Require multiple speak-
ers and microphones.

Assume 2D rectangular
room shape.

Require localization of the re-
ceiver and additional user efort.
Limited sensing range.

Table 2: System comparison with related work

approaches to be less ideal (65%) and the robustness in the NEDM
approximation highly impact the clustering results and overall
reconstruction accuracy. In comparison, our approach is able to
achieve more than 90% reconstruction similarity using a maximum
of 11 microphone locations. Increased number of microphone loca-
tions can efectively reduce the impact of noise and missing echoes
which in turn improves reconstruction accuracy.

Across diferent rooms, the number of measurements required
to achieve the same level of similarity slightly increases with the
size of the room and the number of walls. The performance loss is
mainly caused by signal attenuation and shadowing from obstacles.
In our current implementation, the system can support a maximum
sensing range of 10m when the speaker, relection surface, and
microphone are within LOS. The ranging accuracy and overall per-
formance degrade when more obstacles are introduced to block the
signal, but it can be compensated by increased output power and
increased number of measurements from diverse locations. As the
number of walls increases, more measurement locations are often
required to prevent blind spots and disambiguate simultaneous
echo arrivals from multiple walls. This phenomenon is remarkably
noticeable when reconstructing a curved wall where its surface can
be treated as numerous small facets. In most scenarios, a curved
wall is reconstructed as its irst-order or second-order polygonal
approximation due to ranging inaccuracy and the clustering algo-
rithm. However, with more sophisticated signal processing tools,
it is possible to improve the ranging resolution and achieve iner
approximation of the curved surfaces. The convex restriction on the
room geometry is imposed simply to reduce the area of potential
blind spots. In theory, our algorithm also works with concave room
geometry as long as a minimum of 4 echoes can be received from
each wall, or else only a partial geometry would be reconstructed.

Finally, while the reconstruction performance is evaluated using
VIO readings, we also collected ground truth of the measurement
locations as a way to evaluate the impact of localization error in
post-processing. In Figure 15, we ind the performance starts degrad-
ing sharply once the localization error exceeds 0.2m, but appears
robust to the typical levels of noise we see from ARKit traces (0.16m)
and aligns with our empirical results.

5.3 AR Demonstration App
As a way to demonstrate the efectiveness of our acoustic sensing
approach, we developed an AR phone application that can visualize
absorption on surfaces in a room. We ran Synesthesia in a small
room and collected data from 20 microphone locations with a series
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Figure 15: Impact of localization error to reconstruction sim-
ilarity. VIO average highlighted.

of sound absorbing pads hanging on a wall with one removed to in-
crease relectivity. Once the model of the room was reconstructed,
we simultaneously learned the locations of the echo relections
along with their propagation paths. We then computed the com-
bined frequency response of the speaker and microphone using the
intensity of the received LOS signal. Finally, we approximated each
relection surface’s absorption coeicient based on the intensity
of the relected signal window and its estimated propagation path.
To ensure a constant global coordinate system, we started the AR
session mounting the phone on top of the speaker.

Figure 16 shows a photo of the AR app running where the colored
circles are registered in 3D AR to visualize the sound absorption.
Each color is mapped to the absorption coeicient across a particular
frequency range. While each microphone measurement gives only
one absorption estimate on each wall, the mobile platform allows
the user to quickly capture multiple measurements and create a
dense absorption map of the environment. Note that once we have
obtained the room model, determining the locations of new surfaces
and their absorption coeicients can be computed rather eiciently.

5.4 Limitation and Future Work
One of the main drawbacks of our current system is its long compu-
tation time. To achieve the best reconstruction similarity, it takes on
average 1 hour in Matlab with dual Intel Core i7 CPUs. However, we
believe with an optimized implementation, parallelization, and GPU
acceleration, the computation time could be reduced to minutes,
and further reduced with partial prior knowledge on the relector
or microphone locations. Additional speedup would likely involve
improvements in peak selection and the searching algorithm. In
most applications, we envision users capturing an image, pushing
the data to the cloud and retrieving it later for viewing.
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As future work, we intend to evaluate our system in more chal-
lenging environments and further study the impact of occupants
and non-convex room geometries. When operating in large spaces,
the system would also require a larger ampliier and transducer
to support a proportionally increased output power. Alternatively,
images from multiple smaller spaces could be stitched together.

6 CONCLUSION
We showed the feasibility of estimating the locations of relective
surfaces and forming a high-resolution image of the space, given
a single acoustic source and multiple noisy microphone measure-
ments from a mobile device. Our proposed algorithm utilizes a
pipeline of optimization techniques to eliminate conventional as-
sumptions on room geometry and detection of echoes. We showed
through both simulation and experimentation that we are able to
reconstruct the room geometry with more than 90% accuracy.
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