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Effedivenessof TCP for Video Transport

1. Introduction

In this projed, we evaluate the dfediveness of TCP for transferring video
applicaions that require red-time guarantees. Today’s video applications usually run on
enhanced UDP protocols rather than TCP. The reason for this is the belief that TCP's
retransmisson-based reliable delivery and source-based congestion control algorithms
make it unsuitable for red-time video transport. In this projed, we have examined these
properties of TCP in terms of video transport using NS-2 network simulator.

We first identify the problems with TCP that might lead to uracceptable delaysin
stored o red-time video transport. After a thorough dscusson d these problems, we
present our simulation results showing how crucia these problems are. Then we describe
how these problems can be dleviated, if not removed totally. We propcse enhancements
to TCP, which can make it work better for video transport. We evaluate the dfediveness
of our enhancements.

2. Properties of Streaming Video — Why Do Problems Arise?

There ae severa distinguishing charaderistics of streaning media that might
make it unsuitable for today’s network protocols and retworks. Perhaps the most
important of these is the variable bit-rate (VBR) nature of streaming video. Due to the
properties of encoding, which we have examined in the beginning of this smester, ead
frame can be of different sizes. Espedally | frames of MPEG video are much larger than
B and P frames. This means that | frames will span many more TCP padkets than B or P
frames. Therefore, the transmissontime for | framesis greder than the transmissontime
of B or P frames. One important consequence of thisis that the probability with which a
padket of an | frame will be dropped is higher than the probabilit y with which a padet of
a B or P frame will be dropped. This is not desirable becaise B and P frames are
dependent on | frames. The nature of encoding can thus affed the quality of video that is
transported ower today’s networks which drop padkets. A protocol that would provide
guarantees for video transport shoud exploit the encoding of the video.

Ancther requirement of streaming video is the frame rate. If the transported video
stream is not displayed at a determined rate, there will be discontinuities in the strean
and the visual quality of the video will be degraded. To guarantee such a frame rate, the
underlying network neels to provide some endto-end delay guarantees to the video
stream. Unfortunately, current networks are not cgpable of providing such guarantees.

One property of streaming video that might make the implementation d a
protocol targeted for video transport easier is its lossresilience Many video applicaions
are tolerant to padket losses as long as padket losses are not bursty and do nd occur at
criticd points. We can exploit this losstolerance property of soft-red time video
applicaions to relax the reli able transmisgon criteria.

3. Data Transport Protocols— Fairness Issies

A very important function o data transport protocols that operate over best-eff ort
networks is congestion control. Congestion control medanisms are thought to be aiticd
to the stable functioning of the internet. Most current internet traffic (90-95%) uses the
TCP protocol which implements congestion control.
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Due to the growing popularity of streaming media applications, a number of
applications are being implemented using UDP. The reason for this is the ineffectiveness
of TCP for streaming video applications. As UDP does not implement congestion control,
protocols or applications that are implemented using UDP should detect and react to
congestion in the network. Ideally, they should implement congestion control in a fashion
that ensures fairness when competing with the existing TCP traffic in the internet. In
other words, these applications should be TCP-friendly. Otherwise, these applications
may obtain larger portions of the available bandwidth than TCP-based applications.

Most protocols on the internet currently do not provide mechanisms suitable for
the delivery of time-sensitive streaming video data. Somewhat orthogonal to this is the
concern that media applications can use improper congestion control or may not
implement congestion control at all, which may lead to a collapse of the internet or
unfairness among internet protocols. Therefore, we need a protocol that implements
congestion control and yet still provides the guarantees required by video transport.

4. Overview of TCP and ItsLimitationsfor Video Transport

4.1. General Overview of TCP

TCP is a sophisticated transport protocol that offers reliable, connection-oriented,
byte-stream service. This kind of service is useful for many best-effort applications
because it frees the application from having to worry about missing or reordered data.

TCP guarantees the reliable, in-order delivery of a stream of bytes. It includes a
flow control mechanism that allows the receiver to limit how much data the sender can
transmit a a given time. TCP aso implements a highly-tuned congestion control
mechanism. The reason for such a mechanism is to keep the sender from overloading the
network.

4.2. Connection Establishment and Teardown

TCP is atransport level protocol that requires a connection between two peers to
be established before any data packets are exchanged. To support connection
establishment and teardown, TCP specifies a state-transition diagram to be implemented
by each peer. Connection establishment is actually a feature of TCP that is useful for
video transport.

4.3. Sliding Window Algorithm

TCP employs a sliding window a gorithm which guarantees reliable and ordered
delivery and provides support for flow control. On the sending side, TCP maintains a
send buffer. This buffer is used to store data that has been sent but not yet acknowledged.
This buffer also stores data that has been written by the sending application but not yet
transmitted. On the receiving side, TCP maintains a receive buffer. This buffer holds the
data received out of order. Also it holds the data that is in correct order. Application
process may not have had a chance to read the data that is in the receive buffer. These
two buffers have maximum sizes. If the sender is sending at a faster rate than the receiver
can consume, the receive buffer will get full. TCP does not drop packets in that case.
However, each time a packet is received in the receive buffer, TCP sends how many
more bytes the receive buffer can hold to the sender. Hence, the protocol makes the
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sender aware of the buffer kept on the recaver side. Using this information the sender
can regulate its rate so that the receve buffer does not overflow. This medianism is
cdled the flow control mecdhanism and is different from the @ngestion control
mechanism we will describe |ater.

4.4, Reliable Transmission

This is one of the feaures of TCP that is perhaps most destructive for video
transport. TCP regards eat padket very important and daees not drop any padkets. To
achieve this, after the sender sends a padet to the recaver, it waits for an ACK
(acknowledgement that the recever has receved the padet) signa (padket) from the
recaver. Eadh TCP padket of a cnredion is assgned a sequence number. If the sender
does not recave an ACK for a particular sequence number within a spedfied amourt of
time (timeout), it assumes that the padet was dropped by the network and retransmits the
padket. Note that the sliding window algorithm canna make progressif the ACK of an
ealier padket is not receved by the receiver. Hence recever side may wait no padets
may be transmitted only if a single padket arrives very late onthe recaver side. Thisisa
serious drawbadk in case of video transport.

In case of video transport, as mentioned above, na al padkets have equal value.
Some padkets are more important than athers due to the nature of video encoding. In
MPEG encoding, padkets of I-frames are more important than padkets of P-frames
becaise losing an | frame means losing al the P-frames that are dependent on the lost |-
frame. Thisis one property of video that can be exploited by atransport layer protocol.

Ancther drawbadk of reliable transmisgonisthat it is not redly required for video
transport. Video transport is quite tolerant to data lossas long as padket losses are not too
frequent or padkets dropped are not very crucia for decoding. Therefore it is ok to lose
padkets oncein awhile (Of course bursty padet losses shoud be avoided). TCP reliable
transmisson dces nat take into acourt this fador. Worse than this, reliable transmisson
exacebates the problem by unrecessarily delaying padkets that are sequenced after alost
padet. This leads to large anount of decoding delays and results in uracceptable video
quality onthe recever application.

One more drawbadk of TCP's retransmisson-based reliability is the latency of
retransmisgons. Ead retransmisson that is due to a packet lossadds at least one round
trip latency to the recever applicaion. For low-latency applications, such as video and
audio, the aldition d such latency can lead to missed deadlines. Hence we would like to
keeg the number of retransmissons as snal as possble for low-latency applications.
Only those padkets that are aucial, if any, need to be retransmitted.

4.5, Congestion Control

Ancther feaure of TCP that is detrimental for video transport is congestion
control. TCP employs end-to-end congestion control by which the sender predicts or
infers whether congestion has occurred o will occur in the network and adjusts its
sending rate based on this determination. The purpose of congestion control is nat to
overload the network. There ae severa diff erent congestion control algorithms employed
by TCP. We will not describe them in detail i n this report. But we will give the basic idea
of implementation d TCP congestion control algorithms.
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The basic idea of TCP congestion control is for ead source to determine how
much capadty is available in the network, so that it knows how many padets it can
safely have in transit [1]. Once agiven source has this many padkets in transit, it uses the
arrival of an ACK as a signa that one of its padkets has left the network. It therefore
infersthat it is safe to insert a new padket into the network withou adding to the level of
congestion. This feaure of TCP is sid to be self-clocking, becaise TCP uses ACKs to
pacethe transmisson d padets.

Some of the ngestion control agorithms employed by TCP are aditive
increase/multi pli cative deaease, slow start, and fast retransmit/fast recovery. All of these
mechanisms rely on ACK signals.

The implicaions of source-based congestion control for video transport are very
extensive and crucia. This means that the rate of a flow can change abitrarily in the
source of the flow due to the inferences ource makes abou the bandwidth avail ability in
the network. If the video needs to suppat a cetain rate (which al video streans do) then
fluctuations in the rate dlocaed to the source may cause many delays. The recever will
receve the video frames in a delayed fashion and this will degrade visua quality.
However, on the other hand, congestion control has to be employed in a network that
does not provide awy guarantees © that the network remains dable. Therefore, even
though congestion control is bad for video transport, it needs to be there & long as
applicaions are not given quality of service guarantees by the network and the network
does not employ some kind d congestion control.

4.5.1.Moreon TCP’'s Congestion Control Algorithms

TCP's congestion control behavior is primarily dictated by how the size of its
diding windowv is controlled. The sender's windov keeys tradk of al the
unadknowledged data and this is an efficient way of ensuring reliability. The size of the
sender’s window represents the anourt of data in transit. A sender that is maintaining a
full windowv of padets releases a padket into the network only when it recaves an
adknowledgement for the recept of a padket within the window. This rule ensures that
the number of outstanding padkets is kept constant. The size of the window is determined
by the congestion control algorithm.

TCP's dow start mechanism alows it to begin uilizing al the available
bandwidth quckly by douling its window size every roundtrip time. This provides good
throughpu withou a large wait to discover the avail able bandwidth. After discovering
the available bandwidth, TCP attempts to avoid congestion by additively increasing its
window when there ae no padket losses and by multi plicaively reducing its window size
when a padket lossis deteded. Fast retransmit and fast recovery allow TCP to recover
from single padket losses by waiting for three dugicate ACKs, retransmitting the lost
padket and then resuming the normal sends with the half window size.

5. Limitations of TCP for Video Transport Summarized

Here aethe main problems with TCP that will hinder video transport:

1. TCP is too reliable, whereas many video applicaions are eror-resilient.
Enforcing strict reliable delivery is not required for video data. Such strict reliability
constraints lead to many conseautive deadline violations under congestion.
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2. TCP does not have any notion of deadlines of a packet. Every packet isequal in
the eyes of TCP. Thisis good for best effort delivery. But for video data, a packet whose
deadline has already passed is totally useless.

3. These properties of TCP are inherently embedded in the dliding window
algorithm which ensures reliable and ordered delivery of data packets.

6. Evaluation of The Shortcomings of TCP for Video Transport

In this section, we evaluate the shortcomings of TCP using our simulations on NS
network simulator. We have performed severa experiments to show that TCP is not
suitable for video transport. All of these experiments measure the performance of the
transport protocol based on the following two metrics:

1. The initiation latency required to maintain acceptable quality of the video
stream. (By acceptable quality we mean no frames are skipped and no deadlines are
violated. This might be too strict a criterion, but it provides an upper bound for us.)

2. The percentage of deadline violations observed for shorter initiation latencies.

6.1. Simulator Parameters and Experimental Setup

video flow

bottlenack
link

800 Mb/;
TCP

TCP

Figure 6.1. Structure of the network topology simulated.

The network simulated is shown in Figure 6.1. The rates of the senders are
denoted on the corresponding links. Different experiments were carried out as shown in
the graphs in the following sections. Only one of the nodes generated video traffic and
the other nodes generated varying kind of traffic like CBR over UDP, FTP over TCP,
Poisson VBR traffic over UDP. The bandwidth allocated to these links varied with the
experiments. Some of the sources were made bursty and some sent continuous traffic.
The link between n4 and n5 served as the bottleneck link for the experiments. The goal of

(631
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the experiments was to study how was the video traffic affected in the presence of other
traffic sources.

The following table gives the values of the default simulation parameters used.

Parameter Value

Padket Size 1500 lytes

ACK Size 40 bytes

Bottlened Link BW Varies

Bottlened Link Delay 20ms

Source/Dest Link BW Varies

Source/Dest Link Delay 10ms

Simulated Time 10semnds

Total number of clients suppated | Varies (from 3 —10)

Bursty clients suppated Yes

Traffic pattern o the dients FTP over TCP, CBR over
UDP, Poison VBR traffic
over UDP.

Table 6.1. Default Simulation Parameters

We were mostly interested in measuring the throughpu which was all ocated to
the flow sending the video traffic in most of the experiments. Tracefiles to generate
CBR/VBR traffic were used. Since NS-2 daesn’t suppat VBR traffic, we emulated the
VBR traffic by bre&ing the VBR padkets into multi ple padkets of fixed size (we dhose
1500 lytes— TCP padket size). Also assuming that we nead to transmit 30 frames/sec the
time for transmitting ead of these padkets was st acordingly. A script was written to do
this which conwerted the ASCII trace file (vbr.tracel) into a format which can be
understood by the ns.

All traces were enabled for the output in NS, since we didn't have much ideaon
how to set it for individual flows. We just needed to analyze the output for video traffic
in al the experiments. A script was also written to parse the output file and cdculate the
throughput which the video flow receved for a given set-up.

Calculation of initiation latency: Asdiscussed ealier, we mnverted the framesin
the video file into multi ple padets. The frames were then transmitted from the noce O to
noce 7 using TCP-Reno. Since the video files were huge, we just transmitted a sub-
sample of the entire video file in the simulation time of 10 seconds. This sub-sample and
throughpu which the flow receved was used to caculate the adual time it would have
taken to transmit the entire video file. We asumed a frame rate of 30 frames/seaond for
playbad. The initiation latency was cdculated as foll ows:

Throughpu = (Number of padets receved * 1000 / (Simulationtime)

Time taken to transmit the entirefile (T) = (Tota size of thefile) / (Throughput)
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Playbadk Time (D) = (Total number of frames) / 30
Initiation Latency (1) = (T —D)
6.2. Performance Results for TCP
In this sedion we show that TCP results in uracceptable performance for video

transport (espedally VBR) when the network is congested.

6.2.1. Performance Metric: Initiation Latency
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Graph 6.1.Initiation latency required for 0% deadline violations vs. Bandwidth of the
bottlened link.

Graph 6.1shows how the initiation latency required for no dealine violations
varies as the bandwidth o the boattlened link is varied. There ae several important
conclusions we can draw from thisfigure:

1. As expeded, as the bandwidth o the bottlened link increases, the initiation
latency required for no cealine violations deaeases. In fad, this deaease gpeasto be
an exporential deaease. This result is expeded becaise & we increase the bandwidth of
the link more padkets will get a dhanceto go faster, fewer padkets will be dropped. How
does the dropping of padets affed the performance of the TCP transport protocol ? When
a padket is dropped, the sender shoud first recognize that a padet is dropped and send
another copy of the padet to the recever. Thisis cdled the retransmisson d the padet.
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The packet finally becomes out of consideration by the sender when the sender receives
the acknowledgement for that packet. Hence, a single packet drop increases the latency
by one round-trip delay in TCP.

As the link bandwidth is decreased, more and more packets get dropped in the
bottleneck router. This means that the latency to transmit each of these packets will
increase by at least one round-trip delay between the sender and the receiver. Therefore,
we get a curve as shown in Graph 6.1.

2. We see that the difference between VBR and CBR video are drastic. VBR
video requires much higher initiation latencies as compared to CBR video. For a link
bandwidth of 1000 Mb/s, the initiation latency required by the VBR stream is 453
seconds (around 9 minutes of buffering), whereas the initiation latency required by the
CBR stream is only 11 seconds. This means that the CBR stream performs quite well
compared to the VBR stream. Therefore, TCP is much less suitable for variable bit rate
streams which usually have bursty behavior. Based on this result, we will argue that
bandwidth smoothing at the sender might be a viable option to mask the inadequacies of
TCP.
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Graph 6.2. Initiation latency required for 0% deadline violations vs. Number of clients
(Bandwidth of bottleneck link set to 1000 Mb/s)

Graph 6.2 shows how the initiation latency varies with the number of clients in
the network. We use the same network topology shown in Figure 6.1 but vary the number
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of end nodes on both right and left sides. The bottleneck link bandwidth is set to 1000
Mb/s. The network contains one client streaming CBR video (node n0). The rest of the
clients send different kinds of traffic at the rate of 800 Mb/s. We see that initiation
latency increases amost exponentially with the addition of more nodes when the
bottleneck link is congested. If the video server is the only node present in the system
then the initiation latency required is only 8 seconds. However, as the number of nodesis
increased, the initiation latency increases almost exponentialy. This shows that under
congestion, TCP is not very scalable for video applications. Besides, this is bad news for
applications that run over TCP and assume a fixed initiation latency, because when
network traffic conditions change the fixed initiation latency may not mask the delays
introduced by the network.

6.2.2. Performance Metric: Percentage of Deadline Violations Observed
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Graph 6.3. Percentage of deadlines violated vs. Initiation latency (VBR)

Graph 6.3 shows how the percentage of deadlines violated varies with the
initiation latency of the video playback. Network topology is the same as shown in Figure
6.1. The bandwidth of the bottleneck link is set to 1000 Mb/s. We see that the deadline
violations start becoming unacceptable with a slight decrease in the optimal initiation
latency. Around 10% of deadlines are violated (which probably will result in very poor
quality video) when the initiation latency is 400 seconds. This graph shows that TCP is
not at all suitable for live video transport. Also, as initiation latency is highly dependent
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on network configuration (as shown in Graph 6.2), applications cannot easily estimate
this latency. Therefore, even in the case of stored video, TCP performance is
unacceptable.
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Graph 6.4. Percentage of deadlines violated vs. Initiation latency (VBR)

Graph 6.4 proves the same point in case of CBR video using the same
experimental setup. The only difference is that percentage of deadline violations are not
that dramatic.

7. How Can We Make TCP Perform Better?

In this section we discuss how the performance of TCP for live video transport
can be improved using two different approaches. One approach is augmenting end-to-end
applications so that they mask the inadequacies of TCP. Another approach is to modify
the current implementation of TCP to address its limitations for video transport. We
discuss the implications of both approaches.

We note that, although they aleviate some of the problems, none of the
approaches will make TCP suitable for video transport (especially live video transport).

10
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7.1. Augmenting End-to-end Applications

One way to mask the problems associated with video transport over TCP is
augmenting the end-to-end applicaions. This approad is taken by Red Networks Red
Player [2]. (However, Red Player uses UDP.)

7.1.1. Buffering

A simple gproach to augmenting end-to-end applications is to add bufering to
mask the variable end-to-end delay and congestion through the network. As we can see
from the simulation results presented in Sedion 6,if we buffer enough o the sent padets
on the recaver side, the recaver will be &le to mask the delays in the network.
However, there ae severa problems with this approad:

1. Buffer spacerequired will probably be quite large. This is due to the nature of
the datawe ae deding with. Video fil es, even when they are ammpressed, are quite large
and can take up a lot of spacein memory. Ancther reason for buffer spacebeing large is
the fad that we would like to mask the delays in the network. Therefore, we need to be
conservative éou what we think the maximum end-to-end delay will be. Using this
conservative estimate, we would like the gplication to refrain from initiating the video
playbadk urtil enowgh frames to mask the aumulative end-to-end latencies have arived
on the recever side. The mnservative estimate on the end-to-end celay blows up the
memory requirements of the buffer.

2. As aresult of high bufer spacerequirements, the data that is buffered may not
fit in the physicd memory avail able on the recaver side. This has srious implicdions
for deaoding or playing the video stream. The data that is buffered may be swapped ou
onto the hard disk of the recever. When the recever applicaion tries to start the
playbad, it may need to doDisk 1/O accesses which will i ncrease the initiation latency.
Besides, periodic disk I/O will be nealed to swap the required video stream into the
physicd memory from the disk. This may result in incressed decode and paybadk
latency and may degrade the visual quality of the video.

3. This approad increases the initiation latency of video playbadk on the dient
side. Such an increase is na good from a user viewpoint. There is ancther very important
problem with increasing the initiation latency. High initiation latencies are not accetable
for live video transport. If the initiation latency is too high, the delay between the sender
and recaver will be too high, which will prevent the video from being considered “live”.
For this reason, we need low initiation latencies for live video.

4. Determination d the buffering period is not very eeasy. This interva is
dependent on the network conditi ons and the bitrate of the video. The recever somehow
needs to be avare of the network condtions to determine the buffering interval. This
information can be sent to the recaver (approximately of course) using padets.
However, it may nat be dways acairate becaise server does nat have the cgadty to
determine this very acarately. Besides, during transmisson, retwork conditions are very
likely to change and the initia buffering may not be enough to mask the delays caused by
congestion in the network. Therefore, conservative bound on the buffering interval
shoud be used, which is undesirable. In the extreme case, the whole video stream can be
buffered before starting playbad.

11
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7.1.2.Bandwidth Smoacthing

One other end-to-end application based approac to all eviate the problems with
TCP is to use bandwidth smoathing on the server side to reduce the variability due to
VBR nature of video. As we have shown in Sedion 6, TCP works a littl e better for CBR
video, athough na perfedly. Applying bandwidth smocthing can be dore in severa
ways.

One way, which is the eaer way, is to estimate the bandwidth available in the
network. Based onthat information, the server can convert the VBR stream into CBR by
buffering. After this conversion the server can start streaming the CBR video stream.
Most important problem with this approach is the buffer spacerequirements of such a
task. Converting awhae video fil e requires a big amourt of buffer memory on the server
side. Another problem is the increase in initiation latency. Now, before the video is
transmitted, it neads to incur additional conversion delay on the server side. Again, as
discussed abowe thisis unacceptable for live video and dsturbing for stored video.

We can optimize the ove gproad by nating the foll owing:

1. The more smocthing dore on the sender side, the higher the buffering
requirements on the sender side.

2. The more smocthing dore on the sender side, the higher the initiation latency
for video playbadc ontherecaver side.

We ca reduce bath the buffering requirements and the initiation latency by
reducing the smocthing interval. Hence we can smocoth a VBR file based onintervals.
This approad is cdled approximating the VBR file in a piecavise CBR fashion. A
piecavise CBR schedule can be determined by the server based on the bandwidth
avail ability in the network. Idedly, we would like the network to provide information to
the server abou the bandwidth availability. However, this is not the cae in today’s
networks. Therefore, the server needs to estimate the bandwidth availability in the
network in order to perform bandwidth smoaothing. This estimation can be dore using a
mechanism that is very similar to TCP congestion control mecdhanism. Or different
medhanisms that estimate bandwidth such as congestion avoidance dgorithms can be
employed.

Bandwidth smocthing, as noted ealier, does not remove the problems with TCP.
It somewhat all eviates the problems but it is only useful when combined with bufering at
the recaver side. In case of live video it is mostly useless due to increased initiation
latency. For example, if we transmit all the framesin agroup d pictures of MPEG video
at the samerate, thiswill causeincreased delay, which is unacceptable for live video.

7.1.3.Why Don’t Applications Do This?

Many streaning video applications sich as Red Player work on UDP. These
applicaions employ buffering but do nd employ this over TCP. The main reasons for not
using TCP are the foll owing:

1. TCP sreliable transmissonistoo reliable. Video streans are usually tolerant to
infrequent padket losses. Such strict reliable transmisson requirements as employed by
TCP increase the end-to-end delays for a padet very significantly.

2. TCP's congestion control mechanism is unstable espedally when the network
is congested. Also, it can be very negatively affeded by other flows that do nd use

12
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congestion control. Such instability introduces unpredictable and variable delay for eath
video frame.

UDP lads both of these disadvantages. UDP uses best-eff ort delivery. It does not
guarantee reliable and adered transmisson. This is accetable for video applicaions.
Ordering of padets and hence frames can be dore & the gplicaion level. And padcket
losses can be wmpensated for at the goplication level. The gplications that are using
UDP aso are not bound ly the congestion control mecdhanism of TCP. They can
implement congestion control mechanisms of their own. However, cae must be taken
when dang this 2 that applications do nd consume network bandwidth urfairly.

Having said this, we note that UDP is dill nat suitable for video transport. The
main reason is, it does not guarantee a end-to-end delay bound @ stable bandwidth
alocation in the network. Withou such a guaranteeg video transport is amost impossble.
Therefore, we ague that some quality of service guarantees must be made by the network
and the transport protocol for the satisfadory transmisson d video. This is even more
truein case of live video.

7.2. Changing the I mplementation of TCP

Anocther way of approaching the problem is by changing the implementation o
TCP. It might be agued that changing the implementation d TCP creaes another
protocol. In any case, the point of changing the implementation d TCP isto be ale to
suppat video transport withou changing the underlying network and implementation d
protocols by too much.

We have pointed ou the most important shortcomings of TCP in terms of live
video transport in sedions 4 and 7.13. Now we will suggest some solutions which may
aleviate these shortcomings. We reiterate the main problems with TCP that lea to its
poa performancefor video transport:

1. TCPistooreliable, does not distinguish between important and norimportant
padkets.

2. Related to this, TCP does not have anation d “deadline” which is criticd for
video transport.

3. Sliding window algorithms of TCP make the avail able bandwidth fluctuate and
are tightly couded with strict reliable delivery.

Our am in the design o a modified TCP is to attadk these problems and try to
make the modified TCP a useful protocol for video transport. Our design principles for
the modified TCP agorithm considers the foll owing issues:

1. Congestion Control: The aurrent structure of the internet depends on end-to-end
congestion control mechanisms. There is no quality of serviceor reliability suppat from
the network itself. The network does not provide aly guarantees to the data flowing on
the network and hasts that are generating the traffic. To keg such a network stable it is
imperative to employ end-to-end congestion control medianisms. Therefore, ou
modified TCP protocol also implements congestion control. This mechanism is window-
based and ACK-clocked as described in sedion 4.5.The angestion control protocol of
TCP is robuwst and adapts fairly quickly to the available bandwidth. Using the same
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congestion control scheme a TCP does, ou modified TCP algorithm does not become
greedy and competes fairly with TCP flows in the network. Besides, it does not threaen
the network by overloading it.

2. Fairness Current structure of the internet does not prevent a flow from sending
padets more aygressvely than aher flows and hence obtain more than its fair share of
the bandwidth. In fad, withou any quality of service guarantees, a fair network shoud
guarantee @ual share of the network bandwidth for ead of the flows. When designing a
new transport protocol on the internet, we shoud take into acount whether or nat the
protocol is fair to ather protocols. This fairnesscan be somewhat provided by employing
some kind d rate-based scheduling algorithm in the end nodks (We ae not concerned
with the infrastructure of the network here, just the end nodas. If we dchange the whole
infrastructure we might as well i ncorporate the quality of service notion d the integrated
services networks). These rate-based scheduling algorithm can ensure that the gplicaion
does not send data into the network at a rate that is greder than what it has gedfied.
Such a scheme would provide some fairness among flows competing in the network.
However, the redization d such a scheme requires the gplicaion to request some
amourt of bandwidth guarantee from the transport layer. Unfortunately, this scheme is
not currently employed onthe internet. It also requires sgnificant changes to the structure
and requires an end-to-end admisgon control algorithm which is beyond the cmmplexity
we ae aming for in thisreport.

Therefore we resort to TCP's congestion control algorithms to provide some
amourt of fairnessin the network.

3. Dedline-Driven Transmisgon: Our modified algorithm takes into acount the
fad that video transport inherently requires deadli ne-driven transmisson. Each frame has
a dealine by which it needs to be displayed onthe recever side to ensure accetable
visual quality of the video. This means that some frames whose deadllines are missed can
be discarded and do nat need to be retransmitted. Also, it means that we neal to
incorporate some notion d deadllines into the modified TCP protocol. These observations
come from two feaures of video streams:

1. They are time-sensitive.
2. They arefairly error-resili ent.

7.2.1. Reliability of the Modified Algorithm

With these two requirements in mind, we design a modified TCP agorithm which
excludes the strict reliability requirement of TCP, which is nat required for video
transport.

In the modified TCP, eat sedion d time-sensitive data is asciated with a
dedline. The sender sends a sedion d data aad performs retransmissons on it until the
dealline of the data. If the deadlline of the data has passed, then no retransmissons are
performed. The datais smply discarded.

To keep track of the deadlines associated with data sedions, we ald atimer to the
sender side. When the unsent data on the sender side beaomes useless due to dealline
expiry, the modified TCP replaces the data with new data whaose deadline has not expired
yet.
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Deallines of the data sedions are determined relative to the sender. It is also
possble to define the deallines based onthe recever but then the recaver needs to use
the estimates of roundtrip time to determine whether the dealline of a sedion d datais
expired.

7.2.2. Implementation of the Modified TCP Algorithm

The sender side gplicaion associates ead padket of a frame with a dealline.
This dealine is determined by the goplication and can be determined based onthe frame
rate of the video and an estimate of end-to-end roundtrip time. The sender side of the
transport protocol maintains a list which hdds the deallines for ead data sedion
(frame). The sender behaves just like the original TCP until the expiry of a timer. Once
the timer asociated with the aurrent oldest data sedion expires, the sender discards the
padets associated with the aurrent data sedion. It sets the timer to the deadline for the
next sedion d padkets (if this deadline dso has not expired yet) and starts transmitting
the new data sedion. Hence, the sender side dfedively advances the sliding windowv

The timer that is used to determine whether a dealline is violated is very similar
to the timer used by the original TCP agorithm to perform adaptive retransmisson based
on the timeout values. We need orly one timer because the timer only keeps tradk of the
dealline associated with the oldest data sedionthat is currently in sender’ swindow.

We modify the recaver side of the TCP protocol such that it aso advances the
diding window if the sender discads padkets because their deallines are drealy
violated. To adhieve this, the sender neals to inform the recever that a sedion d datais
discaded dwe to dealline violations. If we do nd provide amedanism to adiieve this,
the system will deadlock because reliable transmisson d TCP requires that the recaver
wait for the next sequential padket. The sliding window algorithm uses squence numbers
for padets to synchronize between the sender and the recever. the recaver aways keep
tradk of an expeded sequence number. This denotes the padket that will be submitted to
the gplicaion rext. Such a sequence numbering mechanism guarantees the reliable and
ordered delivery of data.

In ou agorithm the problem arises when the sender discards padkets withou
sending them and the recever still expeds those padkets to be sent. The solution is to
prevent the recever from expeding the padets that are dready discarded by the sender.
To solve this problem, the sender explicitly natifies the recaver of the next expeded
sequence number. This is dore by utilizing the TCP options in the TCP padket format.
The recever updates its next expeded sequence number to the value spedfied by the
spedal optionincluded in every TCP padket only if the spedal option has a vaue gredaer
than the aurrent next expeded sequence number. Under norma condtions when the
sender does nat discard any padkets, the value of this option is st to the previous next
expeded sequence number. When a padket is discarded, this value is %t to the sequence
number of the oldest padket whose deadline has not been violated.

7.2.3. Details of the Algorithm

When the sender discards padkets that belong to a frame due to a dealine
violation, some of these padkets may still be in transit. The sender determines this and
accets the a&nowledgements of these padkets. This is not a very important part of the
algorithm but it needs to be @rredly handed by the sender.
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7.2.4. An Example
The following diagram shows an example of how our modified agorithm works.
As a comparison, we provide an example of how original TCP works.

Original TCP M odified TCP

Sender Receiver Sender Receiver

Figure 7.1. Illustration of the difference between the origina TCP and our modified
version of TCP.

The example above shows a sequence of packets starting with sequence number
7. We assume that packets 8-11 are transmitted successfully by the sender and ACKs for
those packets are successfully received. Packet 7 is dropped by the network. We also
assume that packets 7-14 belong to the same frame and therefore have the same deadline.
This deadline expires as denoted by the broken line. In the TCP diagram, this broken line
has no importance, because TCP has no notion of deadlines. Therefore when TCP sender
receives the duplicate ACK for 7 once again, it sends packet 7 again.

On the other hand, with our modified algorithm, the sender detects that the
deadline for 7-14 has expired when it receives the duplicate ACK for 7. It discards these
packets from its buffer and sends packet 15 instead. Packet 15 contains 16 as the next
expected number in its options field. When the receiver receives packet 15, it sees that
the next expected sequence number provided by 15 is larger than what it is expecting (7)
and readjusts. It sends an ACK for 16 which it now iswaiting.
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8. Evaluation of The Modified TCP Algorithm

In some sense, the proposed TCP modificaion daesn’t let the TCP to slow down
and lag behind the recever when deadllines are violated. The modified algorithm does not
guarantee that deadlines will not be violated. This task is impaossble using the arrent
underlying network implementation. However, it stops TCP from missng more and more
deadli nes when the network gets congested.

We evaluate our modified protocol using the same metrics we used to evaluate
TCP performance in sedion 6. We compare the performance of this protocol to TCP
performance and show that a dealine-driven and intelli gently-unreliable TCP-based
protocol is much better for video than pain TCP. All of the experiments shown in this
sedion are performed onthe network topdogy described in sedion 6.

8.1. Performance Metric: Initiation Latency

Graph 8.1shows the initiation latency required to achieve 0% deadline violations
for al posgble combinations of (CBR, VBR) x (TCP, modified TCP). It is clea that our
modified TCP agorithm performs much better than the original TCP agorithm for VBR
flows. Initiation latency is deaeased qute abit for the VBR video. For example, at 1000
Mb/s battlened link bandwidth, the initiation latency for VBR video over TCP is 453
sends, whereas the initi ation latency for VBR video over modified TCP is 277 seancs.
At 2500Mb/s battlenedk link bandwidth, the initiation latency for VBR video over TCP
is 59 semnds, whereas the initiation latency for VBR video over modified TCP is 26
seconds. Our modified TCP protocol effedively deaeases the required initiation latency.

For the CBR video, ou scheme dso deaeases the initiation latency. However, the
effeds are not as dramatic as they are for the VBR flow. We @nclude that our algorithm
overcomes ome of the shortcomings of TCP very well. However, it isnot as suitable for
VBR video as changing the underlying network structure so that it provides bandwidth
and cealine guarantees to ead flow. No such guarantees exist in ou algorithm.
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Graph 8.1. Initiation latency required for 0% deadline violations vs. Bandwidth of the
bottleneck link for the original and modified TCP protocols.

8.2. Performance Metric: Percentage of Deadlines Violated

Figure 8.2 shows how the percentage of deadlines violated is reduced by our
modified TCP protocol for the VBR stream. The experimental conditions are the same as
outlined in section 6.2.2. We see that no packet losses occur until around 370 seconds
with our modified TCP protocol. On the other hand the initiation latency has to be at |east
around 500 seconds with TCP. The modified TCP agorithm still cannot support low
initiation latencies. Therefore, for live video it will still perform very badly. However, it
is an improvement over TCP and with better end-to-end application support and
enhancements it may perform even better.

Figure 8.3 shows the results of the same experiments using CBR flows. The
positive effects of our modified TCP algorithm are not as dramatic for CBR video, but it
still improves the performance of CBR video.
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Graph 8.2. Percentage of deadlines violated vs. Initiation latency for the original and
modified TCP protocols (VBR).

60 T T T T T T
TCP - CER stream
Macl. TCP — CER stream

Gy

falo N o F 7

o) £
= =
T T

+
+
L
4
e
prs
&
&
1 1

Percentage of deadline violations
[54]
=]
T
+
&
&
@@
1

1o |

z 4 & g
Initiation latencuy (seconds?

1s

Graph 8.3. Percentage of deadlines violated vs. Initiation latency for the original and
modified TCP protocols (CBR).

19



Multimedia Systems Projed 3 Onur Mutlu
November 2001 Chandresh Jain

9. Conclusion

In this projed we evaluated the dfediveness of video transport using the TCP
protocol. Our experimenta results confirm our hypaothesis that TCP is not suitable for
video traffic over the internet. Thisis espedally true for VBR video which injeds bursty
traffic into the network. We @nclude that the main reason for TCP's ineffedivenessis
due to its blindness to the requirements of video data. TCP enforces a strict reliable
transmisson scheme and daes nat at al exploit the lossresilience of streaning video
data. Based onthese @nclusions we propased a modified TCP protocol which exploits
the charaderistics of video and implements a deadline-driven and intelli gently unreliable
protocol. our experimental results how that the modified TCP agorithm performs much
better than the original TCP, espedally for VBR flows. However, this performanceis dill
not enough for live video and more importantly is very much dependent on the network
topology, traffic, and charaderistics. This is mainly due to the fad that the underlying
network does not suppat any delay or bandwidth guarantees to red-time data like video.
Our main conclusion is that red-time video data (and in particular live video) canna be
suppated fully withou significant changes to the underlying network infrastructure
which will i ncorporate guaranteed quality of serviceto red-time gplicdions.
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